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Abstract 

This paper investigates the properties of analysts’ forecast dispersion and forecast errors using a 

comprehensive dataset of Japanese firms from 1985 to 2023. We construct time-series indices of 

forecast dispersion and errors and explore their relationships with macroeconomic and financial 

market indicators. Our analysis reveals that forecast dispersion and errors are positively correlated, 

indicating that greater disagreement among analysts is associated with larger forecast errors. Forecast 

dispersion tends to be smaller for larger firms with more analyst coverage, and the number of analysts 

covering a firm is positively related to its size, age, and stock volatility. We find that the forecast 

dispersion and error indices are correlated with other popular uncertainty measures like the Economic 

Policy Uncertainty index, with spikes corresponding to events that heightened uncertainty. The indices 

are also countercyclical and negatively correlated with stock market performance. Our findings 

highlight the role of firm-level uncertainty in macroeconomic fluctuations and demonstrate the 

usefulness of analyst forecast data in studying the relationship between information, uncertainty, and 

the macroeconomy. 
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1 Introduction

Expectations play a central role in macroeconomics and finance, influencing
the decisions of households, businesses, and policymakers. Yet, empirical
studies testing the theoretical implications and establishing the stylized
facts on expectations and more fundamentally on how economic agents ac-
quire and use information are still limited, primarily because of the limited
availability of data to use. In this paper, we study a relatively under-
used dataset on market analysts’ forecasts of earnings of firms called IBES
(Institutional Brokers’ Estimate System) to show both cross-sectional and
time-series patterns in analyst forecasts. Focusing on Japanese publicly
traded firms, we use data taken from IBES and merge it with NikkeiNeeds
and DBJ data to construct time-series indices of forecast dispersion and
errors, which provide a real-time measure of micro-level uncertainty. We
then explore the relationships between these indices and various firm char-
acteristics, as well as macroeconomic and financial market indicators.

Our analysis reveals several key findings. First, forecast dispersion
and errors are positively correlated, indicating that greater disagreement
among analysts is associated with larger forecast errors. This suggests that
dispersion reflects genuine uncertainty rather than differences in opinion or
information.

Second, the number of analysts covering a firm plays an important role
in shaping forecast properties. Dispersion and errors tend to be smaller for
firms with more analyst coverage, even after controlling for other factors
such as firm size, age, and volatility. We interpret this as evidence of
information spillovers and learning among analysts. Having more analysts
covering a firm allows for greater information sharing and convergence of
views, leading to reduced dispersion and more accurate consensus forecasts.
This highlights the importance of analyst coverage in reducing firm-level
uncertainty.

Third, the forecast dispersion and error indices exhibit significant time-
series variation, with spikes corresponding to major economic and geopolit-
ical events that heighten uncertainty. The indices are positively correlated
with other popular uncertainty measures like the Economic Policy Uncer-
tainty (EPU) index for Japan. They also display a clear countercyclical pat-
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tern, rising during downturns and periods of stock market weakness. This
countercyclical behavior suggests that firm-level uncertainty rises during
bad economic times, potentially amplifying macroeconomic fluctuations.

Overall, our findings highlight the usefulness of analyst forecast data
in measuring and understanding the evolution of firm-level uncertainty over
time. The indices we develop can serve as a valuable tool for policymakers
and market participants to monitor uncertainty in real time. By capturing
the degree of disagreement and inaccuracy in analyst expectations, these in-
dices provide a novel, forward-looking measure of the uncertainty surround-
ing firms’ fundamentals and prospects. As such, they complement existing
macro uncertainty measures and can help improve our understanding of the
links between micro-level information frictions and aggregate outcomes.

The dispersion of analyst forecasts has been a topic of interest in the
accounting literature, while economic analysis is yet still scarce.1 The dis-
persion of analyst forecasts has been a topic of interest in various studies,
which have examined its relationship with analyst coverage, accuracy and
optimism of analyst forecasts, corporate disclosure, and firm characteristics.
Diether et al. (2002), Ciccone (2003), and Liu and Natarajan (2012) have
used the dispersion of analyst forecasts as a proxy for future uncertainty
and found that it is positively correlated with analyst coverage, indicating
that higher future uncertainty leads to greater analyst coverage. Regarding
firm size, Lang and Lundholm (1996), Diether et al. (2002), and Liu and
Natarajan (2012) have shown that larger firms tend to have lower disper-
sion of analyst forecasts. Clement et al. (2003) report that the disclosure
of management forecasts leads to a reduction in the dispersion of analyst
forecasts, suggesting that management forecasts have the effect of reducing
future uncertainty. Lang and Lundholm (1996) also find that firms with
higher disclosure ratings have lower dispersion of analyst forecasts. Their
study reveals that firms with higher standard deviation of ROE, higher cor-
relation between stock prices and earnings, larger earnings surprises, and
more recent forecast revisions tend to have higher dispersion of analyst
forecasts. Furthermore, Brown et al. (1987) state that there is a positive
relationship between the accuracy of analyst forecasts and the dispersion of

1See奈良沙織 and野間幹晴 (2024) for a recent survey and related papers referenced
therein.
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analyst forecasts. In the Japanese context, while there is no study that di-
rectly analyzes the relationship between the dispersion of analyst forecasts
and the value relevance of analyst forecasts,大日方隆 (2010) has examined
the relationship between the dispersion of analyst forecasts and the value
relevance of actual earnings.

Our indices capture uncertainty at the firm level, complementing the
growing literature on macroeconomic and policy uncertainty (Bloom, 2009;
Baker et al., 2016; Jurado et al., 2015). By aggregating firm-level forecast
dispersion and errors into time-series indices, we provide novel measures
of the average uncertainty faced by firms over time. This allows us to
study the relationship between micro-level uncertainty and macro aggre-
gates, shedding light on the transmission and amplification of uncertainty
shocks.

The rest of the paper is organized as follows. Section 2 describes the
data and methodology. Section 3 presents our empirical findings on the
cross-sectional determinants of forecast dispersion and errors. Section 4
introduces the time-series indices and explores their properties and corre-
lations. Finally, Section 5 concludes.

2 Data and Methodology

We construct a comprehensive dataset by combining earnings forecasts
made by analysts from IBES, stock prices from NikkeiNeeds, and finan-
cial information from the Development Bank of Japan (DBJ). We define
key variables such as forecast dispersion, forecast errors, and the number
of analysts covering each firm. Our dataset covers a wide range of public
firms in Japan from 1985 to 2023, allowing us to study the evolution of
forecast dispersion and errors over time.

2.1 IBES Data

IBES Data is a database that collects and compiles financial analyst earn-
ings estimates and recommendations. It provides a comprehensive view of
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analyst expectations and consensus estimates, including earnings per share
(EPS) estimates, buy/hold/sell recommendations, and price targets. The
data covers a wide range of companies across various industries and regions
and is available at different frequencies.

Figure 1 shows the number of firms in IBES matched with NikkeiNeeds
and DBJ data over time. The fraction of firms in NikkeiNeeds and DBJ
data being matched with IBES data was just below 30% at early stage (450
firms out of 1,500 firms), while the fraction started to increase to 50% at
the end of 2010 (1,000 firms out of 2,000 firms). As become clear later, the
matched sample and the unmatched sample have similar characteristics in
terms of the dispersion of forecasts and forecast errors.

Figure 1: IBES being matched with NikkeiNeeds and DBJ

2.2 Dataset Construction

For the analysis below, we construct two datasets: Dataset A combines
IBES and NikkeiNeeds data, including consensus forecasts, forecast dis-
persion, forecast errors, stock prices and volatility at a monthly frequency
from January 1985 to June 2023. Dataset B adds financial information
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from the Development Bank of Japan to Dataset A at an annual frequency
from 1985 to 2023.

We define key variables such as forecast dispersion, forecast errors,
and the number of analysts covering each firm. To this end, we take the
earnings per share (EPS) forecasts from IBES, fhijt, where h represents the
forecast horizon, such as six months ahead of the fiscal year end. The index
i denotes the analyst making the forecast. The index j refers to the firm
being forecasted, and t indicates the forecast time, for example, January
2005.

Forecast dispersion is calculated as:

Fdishjt =
σhjt

|f̄hjt|
=

√
1

Nhjt−1

∑Nhjt

i=1 (fhijt − f̄hjt)2

|f̄hjt|
(1)

where Nhjt is the number of analysts making forecasts for the given forecast
horizon h, firm j, and time t, and f̄hjt is the median of the forecasts across
analysts for the given h, j, and t.

Forecast errors are calculated as:

FEhjt =

∣∣∣∣log(ejy(t)

f̄hjt

)∣∣∣∣ (2)

where ejy(t) is the realized earnings per share for firm j and year y(t) of
time t. For instance, y(t) for t = (2004 January) is 2004.

2.3 Descriptive Statistics

Table 1 presents descriptive statistics for key variables in Dataset A. The
mean realized EPS is 71.4 Japanese yen, while the mean median estimated
EPS is 89.8 Japanese yen. While the median estimated EPS tends to
be higher than realized EPS across the percentile distribution, the 5th
percentile estimated EPS (minus 9.8 Japanese yen) is exceptionally much
higher than the 5th percentile realized EPS (minus 94.2 Japanese yen).
This is related to the fact that the standard deviation of the estimated EPS
is smaller than the standard deviation of the realized EPS. The fact that
the standard deviation of the estimated EPS is smaller than the standard
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mean sd p5 p25 p50 p75 p95
Realised EPS 71.4 145.9 -94.2 15.1 49.7 112.5 309.6
Median Estimated EPS 89.8 121.6 -9.8 22.9 57.2 119.8 310.9
Number of Estimates 4.8 4.6 1.0 1.0 3.0 7.0 15.0
Forecast Dispersion 0.2 0.4 0.0 0.0 0.1 0.2 0.7
Forecast Error Log 0.3 0.5 0.0 0.1 0.2 0.4 1.4
Forecast Error Percentage 0.8 2.2 0.0 0.1 0.2 0.5 3.4
Observations 442,316

Table 1: Descriptive Statistics: Dataset A

deviation of the realized EPS is consistent with a simple model wherein
analysts form expectations about future earnings of each firm under im-
perfect information. A simple Bayes rule implies that, suppose the prior
mean of analysts is around the unconditional mean or median, then the
analyst forecast distribution tends to be more compressed around the prior
mean because an analyst’s forecast is the weighted average of the prior
mean and a signal which is around a true value of earnings of each firm in
the future. In fact, a similar fact about the standard deviation of forecasts
has been found in other contexts like sales forecasts of business managers.
The distribution of business managers about their own sales growth tend
to be more compressed than that of realized sales growth.2

Table 1 also shows how many analysts cover each firm. The mean
number of analysts covering each firm is 4.8 and the median is 3 in the
sample. The 95th percentile of the number of estimates is 15, and the
smallest by definition in this IBES data includes firms that have only one
analyst covering. For the analysis below, we focus on firms that have at
least two analysts covering each firm and the results are robust to this
restriction as become clear later.3

Table 2 shows descriptive statistics for key variables in Dataset B,
which includes financial information taken from the DBJ data. First, we
can compare realized EPS, median EPS, number of estimates across two
datasets A and B. It’s clear that whether or not we can match with the

2See Bloom st al. (2021) and Barrero (2022) for more details.
3The main results remain unchanged when we focus on the sample of firms with at

least five analysts or ten analysts covering each firm.
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mean sd p5 p25 p50 p75 p95
Realised EPS 63.5 136.7 -98.9 14.0 46.6 105.0 281.3
Median Estimated EPS 82.7 111.1 -11.5 21.5 54.0 111.7 284.8
Number of Estimates 4.8 4.6 1.0 1.0 3.0 7.0 15.0
Forecast Dispersion 0.2 0.4 0.0 0.0 0.1 0.2 0.8
Forecast Error Log 0.3 0.5 0.0 0.1 0.2 0.4 1.4
Forecast Error Percentage 0.8 2.3 0.0 0.1 0.2 0.5 3.6
Market Capitalization (YEN) 2.7e+11 5.7e+11 5.7e+09 2.4e+10 7.2e+10 2.3e+11 1.3e+12
Sales (Mil. YEN) 4.2e+08 9.5e+08 12017463.0 42081747.0 1.2e+08 3.5e+08 1.8e+09
Observations 407,109

Table 2: Descriptive Statistics: Dataset B

DBJ data doesn’t materially change the characteristics of the underlying
datasets. This is also true for forecast dispersion and forecast error mea-
sures created across the two datasets. Since financial information is in-
cluded in Dataset B, we can obtain the summary statistics in terms of
market capitalization and sales for Dataset B. For instance, the mean sales
is 420 billion Japanese yen and the mean market capitalization is 270 billion
Japanese yen.

Table 2 shows descriptive statistics for Dataset B, which includes fi-
nancial variables. Table 2 shows descriptive statistics for key variables in
Dataset B, which includes financial information taken from the DBJ data.
First, we can compare realized EPS, median EPS, number of estimates
across those two datasets. It’s clear that whether or not we can match
with the DBJ data doesn’t materially change the characteristics of the un-
derlying datasets. This is also true for forecast dispersion and forecast
error measures created across the two datasets. Since financial information
is included in Dataset B, we can gauge the summary statistics in terms of
market capitalization and sales. For instance, the mean sales is 420 billion
Japanese yen and the mean market capitalization is 270 billion Japanese
yen.

3 A Simple Model of Uncertainty and Dis-

agreement

This section presents a simple model that can be used to interpret our
empirical findings regarding our measure of forecast disagreement. The
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model provides a framework for understanding how analyst uncertainty
and disagreement are related in the context of earnings forecasts. Let θj

represent firm j’s earnings, which we assume follows a normal distribution
such that θj ∼ N (θ̄j, σ

2
j ), where θ̄j is the mean and σ2

j is the variance of the
earnings distribution. An analyst who makes an earnings forecast about
firm j is indexed by i. The forecast can be expressed as:

fij = λθ̄j + (1− λ)sij (3)

Here, θ̄j serves as each analyst’s prior belief, which is the unconditional
mean of the firm’s earnings. sij is a private signal received by each analyst,
such that sij = θj + εi, with εi ∼ N (0, σ2

ε). Each analyst forms a belief
fij by applying Bayes’ rule, where λ and (1 − λ) are the optimal weights
each analyst applies to the prior and the private signal, respectively. We
can express each weight as the relative precision as follows:

λ =
σ2
ε

σ2
j + σ2

ε

. (4)

A larger σj implies a smaller λ. With more volatile earnings of firm j, an
analyst puts a smaller weight on the unconditional mean θ̄j, relying more
heavily on the private signal, with (1− λ) being larger.4

While the conditional expectation of each analyst is fij, an analyst
faces uncertainty about their forecast, which can be proxied by the condi-
tional variance:

Vij = V ar(θj | θ̄j, sij) =
[
1

σ2
j

+
1

σ2
ε

]−1

=
σ2
jσ

2
ε

σ2
j + σ2

ε

(5)

As such, larger σj and σε lead to greater uncertainty as Vij increases. When
the firm’s earnings are more volatile (i.e., σj is larger), an analyst’s fore-
cast will be associated with greater variance. Similarly, when the private

4The relative precision of the prior is 1/σ2
j

1/σ2
j+1/σ2

i
(= λ) and that of the private signal

is 1/σ2
i

1/σ2
j+1/σ2

i
(= 1− λ).
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signal is noisier (i.e., σε is larger), an analyst makes a forecast with greater
uncertainty. We can now study the relationship between the uncertainty
each analyst faces and the degree of disagreement among analysts. To do
so, we rewrite the conditional expectation using Vij as:

fij = E(θj | θ̄j, sij) =
Vij

σ2
j

θ̄j +
Vij

σ2
ε

sij (6)

The cross-analyst variance of fij, which represents disagreement among
analysts, can be expressed as:

Dj = V ar(fij) =

[
Vij

σ2
i

]2
V ar(sij)

=

[
Vij

σ2
ε

]2
σ2
ε

=
V 2
ij

σ2
ε

(7)

As can be seen in equation (7), disagreement (Dj) increases with uncer-
tainty (Vij).

This model provides a framework for understanding how various fac-
tors, such as the volatility of firm earnings and the precision of analysts’
private information, contribute to both forecast uncertainty and disagree-
ment among analysts.

4 Empirical Findings

4.1 Timing and Horizon of Forecasts

The constructed data includes analysts’ forecasts of EPS for each firm’s ac-
counting year, with each forecast being made at monthly frequency, ranging
from Horizon 0 to Horizon 12 and even further. Horizon 0 corresponds to
the fiscal year end and analysts still can report their forecasts for the fis-
cal year end and they do indeed. In this subsection, we therefore look at
how forecasts are released and the relationship between the timing of the
forecasts and the accuracy and dispersion of the forecasts. Figure 2 shows
that the majority of analyst forecasts start to be released 10 months ahead
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of the fiscal year end. By the time we reach 9 months ahead of the fiscal
year, there are almost 100% of forecasts available for all the firms in the
dataset, and after that, there is a stable number of firms that have forecasts
available until the end of the fiscal year.

Figure 2: Number of Firms with Forecasts by Forecast Horizon

Focusing on the relationship between the timing of the forecasts and
the accuracy and dispersion of the forecasts for Horizon 0 to Horizon 8
or 9 when most of the forecasts are released, Figure 3 shows the mean
forecast dispersion and forecast errors for each horizon tend to decrease as
the forecast horizon approaches the fiscal year end. Looking at the forecast
dispersion on the left panel of Figure 3, the degree of dispersion and hence
disagreement among analysts peaks around Horizon 9 and then starts to
decline. But the speed of such convergence of forecasts among analysts
seems to be slower than the pace of getting better informed, as seen in the
right panel of Figure 3, where we can see that the size of forecast error
decreases substantially from Horizon 8 towards the end of the fiscal year,
which is Horizon 0. Through the lens of the model presented above, we
can interpret this as being a piece of evidence that shows the precision of
private signal received by analysts increases as time goes, because more
information regarding earnings are becoming more available throughout.
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Figure 3: Forecast Dispersion and Errors over Forecast Horizon

4.2 Number of Forecasts

In the previous section, we have seen that the dispersion of analysts’ fore-
casts decreases as the forecast horizon approaches the fiscal year end. We
also have seen that the accuracy of analysts’ forecasts increases as the fore-
cast horizon approaches the fiscal year end. In stead of looking at the
within-firm variation of the dispersion and accuracy of forecasts, this sec-
tion explores the between-firm variation of the dispersion and accuracy of
forecasts, by looking at various firm characteristics including the number
of analysts, firm size, and firm age.

Figure 4: Standard Deviation of Forecasts and Realized EPS by Number
of Estimates

The left panel of Figure 4 shows the relationship between the number
of estimators and the standard deviation of forecasts. As the panel shows,
the standard deviation of EPS forecasts is larger when the number of fore-
casters is large. To explore more this, the right panel of Figure 4 shows the
relationship between the realized level of EPS for each firm and the number
of forecasters covering that firm. As seen in the panel, that relationship is
positive - the larger the realized level of earnings (EPS), the more the num-
ber of coverage analysts. The positive relationship between the standard
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deviation of analyst forecasts of EPS and the number of estimators in the
left panel might simply be a mechanical result of the positive correlation
between the level of realized EPS and the number of estimators, as seen in
the right panel.

To explore the relationship between the number of analysts and the
accuracy and dispersion of the forecasts, Figure 5 shows the relationship
between the coefficient of variation of the forecasts by analysts and the
number of analysts. This way we control for the fact that the standard
deviation might be larger just because the level of realized EPS is larger.
As can be seen from the panel, the relationship between the coefficient of
variation of the forecasts and the number of estimators is negative. To fur-
ther explore this, the right panel of Figure 5 plots the relationship between
forecast error and the number of estimates. The panel shows a negative
relationship between the size of the forecast error made by the consensus
forecast and the number of estimators.

Figure 5: Forecast Dispersion and Errors by Number of Estimates

Combining the left and right panels, one can think of the mean forecast
EPS is the result of aggregating each individual analyst’s forecasts. As
long as each analyst is partially informed about the firm’s future earnings,
the more analysts that cover each firm, the more informed the average
forecast is and the less dispersed the forecasts are. It is not necessary for
this story to be true though, there may be information spillovers across
analysts. Therefore, the more analysts that cover each firm, we might
expect that they learn from each other, information spills over, and the
accuracy of information held by the analysts increases, leading to a lower
degree of disagreement. That is, even each analyst receives its private
signal independently, each analyst can observe other analysts’ forecasts
and extract information from them, to be better informed. Hence, we can
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think of this as equivalent to receiving more private signals than just one
signal in the above model, which implies a smaller disagreement measure.

To dig deeper into this point, we investigate the drivers of forecast
dispersion and forecast error utilizing the panel feature of the dataset and
the available control variables and fixed effects.

4.3 Forecast dispersion is smaller for firms with more

analysts

(1) (2) (3) (4) (5) (6)
Analyst coverage -0.014∗∗ -0.146∗∗∗ -0.119∗∗∗ -0.118∗∗∗ -0.129∗∗∗ -0.124∗∗∗

(-2.37) (-11.54) (-9.09) (-9.06) (-9.13) (-7.78)
Log sale -0.143∗∗∗ -0.123∗∗∗ -0.145∗∗∗ -0.144∗∗∗

(-4.28) (-3.66) (-3.89) (-3.11)
Log age -0.023∗ -0.013 -0.003 0.004

(-1.95) (-1.05) (-0.21) (0.22)
Earnings growth volatility 0.035∗∗∗ 0.043∗∗∗ 0.032∗∗∗

(3.70) (4.16) (2.62)
Stock returns volatility 0.132∗∗∗ 0.157∗∗∗ 0.195∗∗∗

(13.61) (13.91) (12.98)
Year FE N Y Y Y Y Y
Firm FE N Y Y Y Y Y
Observations 27276 27021 26231 25640 19369 10552
R2 0.000 0.334 0.335 0.349 0.371 0.384
Standardized beta coefficients; t statistics in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 3: Regression Results for Forecast Dispersion

The previous section considered the bivariate correlations; though, this
section take this further by adding more variables and controlling for other
factors in Table 3. It presents regression results for the determinants of
forecast dispersion, including the number of analysts, firm size, firm age,
earnings volatility, and stock price volatility. Column (1) reports the result
of regressing a measure of forecast dispersion, confirming the statistical
significance of the relationship in the right panel of Figure 5. Column (1)
shows that a one unit increase in the number of estimates (NUMEST)
is associated with a 0.014 decrease in forecast dispersion, suggesting that
having more analysts reduces forecast dispersion. Column (2) adds year
and firm dummies, and column (3) adds the standard other controls such as
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firm size and firm age. For firms with more analysts covering and reporting
earnings forecasts, those analysts still make smaller forecast dispersion. As
discussed above, this can emerge when there is an information spillover
across analysts so that the accuracy of the private signal received by each
analyst increases as the number of forecasts available and observable in
the market increases. Negative coefficients on the log of sales and age can
be interpreted, in light of the above model, as the volatility of earnings
decreases as firms become larger and older.

Column (4) considers earnings volatility and stock price volatility as
drivers of forecast dispersion. These variables are natural candidates for
drivers of forecast dispersion because it takes time to get better informed
if one learns about volatile outcomes. It may be less direct, however, the
volatile stock returns may imply that the volatility of the earnings is higher,
or that the arrival of new information available in the market may be more
frequent and thus the private signal involve with less precision, from the
point of the model described above. As predicted, both earnings and stock
price volatility are positively correlated with forecast dispersion, indicating
analysts disagree more about firms that have more volatile earnings growth
and stock prices. Column (4) indicates that a one unit increase in the
standard deviation of realized EPS is associated with a 0.035 increase in
forecast dispersion. It also shows that a one unit increase in the standard
deviation of stock returns is associated with a 0.132 increase in forecast
dispersion. The main result in terms of the number of analysts remains
robust and its magnitude is stonger in that adding more analysts to a firm
reduces forecast dispersion by 0.118, while the mean value of the dependent
variable is 0.2 as in Table 2.

So far, we include all firms that have at least two analysts covering
and reporting earnings forecasts. In column (5), we exclude firms that
have only two analysts covering and reporting earnings forecasts, and the
result is robust to doing so. Column (5) shows that a one unit increase
in the number of analysts is associated with a 0.131 decrease in forecast
dispersion, a similar magnitude as seen in column (4) for all firms. Column
(6) excludes firms that have fewer than 6 analysts covering and reporting
earnings forecasts. The results remain robust with such sample selection,
and it is confirmed that the number of analysts drives the size of forecast

15



dispersion. In summary, the regression table examines factors associated
with forecast dispersion, finding that having more estimates reduces dis-
persion, while greater variability in actual values and higher stock volatility
are linked to more dispersed forecasts. The results are generally consistent
across sub-sample specifications.

4.4 Forecast errors are smaller for firms with more an-

alysts

(1) (2) (3) (4) (5) (6)
Analyst coverage -0.096∗∗∗ -0.156∗∗∗ -0.141∗∗∗ -0.138∗∗∗ -0.131∗∗∗ -0.114∗∗∗

(-18.07) (-13.73) (-11.50) (-11.09) (-8.65) (-6.47)
Log sale -0.063∗∗ -0.062∗∗ -0.052 -0.007

(-2.05) (-1.98) (-1.20) (-0.14)
Log age -0.026∗∗ -0.019 -0.016 -0.015

(-2.21) (-1.58) (-1.10) (-0.86)
Earnings growth volatility 0.013 0.021∗ 0.017

(1.43) (1.74) (1.29)
Stock returns volatility 0.072∗∗∗ 0.140∗∗∗ 0.173∗∗∗

(8.93) (11.64) (10.79)
Year FE N Y Y Y Y Y
Firm FE N Y Y Y Y Y
Observations 35284 34988 33770 32697 18692 10268
R2 0.009 0.255 0.250 0.255 0.274 0.282
Standardized beta coefficients; t statistics in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 4: Regression Results for Forecast Errors

Table 4 shows regression results for the determinants of forecast errors,
including the number of analysts, firm size, firm age, earnings volatility, and
stock price volatility. Column (1) reports the result of regressing a measure
of forecast error, confirming the statistical significance of the relationship
in the right panel of Figure 5. Column (1) shows that a one unit increase in
the number of estimates (NUMEST) is associated with a 0.011 decrease in
forecast error, suggesting that having more estimates reduces forecast error.
Column (2) adds year and firm dummies, and column (3) adds the standard
other controls such as firm size and firm age. For firms with more analysts
covering and reporting earnings forecasts, those analysts still make smaller
forecast errors. With more controls, column (3) indicates that adding an
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analyst to a firm is associated with a 0.141 decrease in forecast error, a
larger magnitude compared to column (1).

Column (4) considers earnings volatility and stock price volatility as
drivers of forecast error. As predicted, both earnings and stock price volatil-
ity are positively correlated with forecast error, indicating analysts are less
accurate about firms that have more volatile earnings growth and stock
prices. This result shows the robustness of the role of the number of an-
alysts in driving the size of forecast error. Relative to these results where
we include all firms that have at least two analysts covering and reporting
earnings forecasts, column (5) exclude firms that have only two analysts
covering and reporting earnings forecasts, and the result is robust to doing
so. Column (6) excludes firms that have fewer than 6 analysts covering and
reporting earnings forecasts. The results remain robust with such sample
selection, and it is confirmed that the number of analysts drives the size
of forecast error. In summary, the regression table examines factors as-
sociated with forecast error, finding that having more estimates reduces
error, while greater variability in actual values and higher stock volatility
are linked to larger forecast errors. The results are generally consistent
across sub-sample specifications.

4.5 Firms with higher earnings per share have more

analysts

We have shown that the number of analysts is a driver of forecast disper-
sion and forecast error measures. Here, we explore what then drives the
number of analysts for each firm. Column (1) reports the result of regress-
ing the number of analysts on the realized EPS, confirming the statistical
significance of the relationship in Figure 4. Column (2) adds year and firm
dummies, and column (3) adds the standard other controls such as firm
size and firm age. As seen in column (3), larger and older firms have more
analysts, and the positive relationship between the number of analysts and
the realized EPS remains significant. These three factors together with
year and firm fixed effects yield a high R2 of 0.844, which is mainly due to
a high R2 of 0.828 in column (2).
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(1) (2) (3) (4) (5) (6)
EPS 0.156∗∗∗ 0.087∗∗∗ 0.059∗∗∗ 0.059∗∗∗ 0.079∗∗∗ 0.104∗∗∗

(30.12) (26.14) (18.57) (17.90) (15.24) (12.96)
Log sale 0.732∗∗∗ 0.748∗∗∗ 0.784∗∗∗ 0.727∗∗∗

(46.43) (46.19) (33.47) (21.41)
Log age 0.027∗∗∗ 0.029∗∗∗ 0.032∗∗∗ 0.045∗∗∗

(4.33) (4.49) (3.79) (3.71)
Earnings growth volatility -0.023∗∗∗ -0.030∗∗∗ -0.020∗∗

(-6.42) (-5.57) (-2.36)
Stock returns volatility 0.015∗∗∗ 0.016∗∗∗ 0.019∗∗

(4.82) (2.75) (2.04)
Year FE N Y Y Y Y Y
Firm FE N Y Y Y Y Y
Observations 36528 36204 34912 33792 18943 10312
R2 0.024 0.828 0.844 0.843 0.802 0.735
Standardized beta coefficients; t statistics in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 5: Regression Results for Number of Estimators

Column (4) considers earnings volatility and stock price volatility as
drivers of the number of analysts. The results thus far are about all firms
that have at least two analysts covering and reporting earnings forecasts.
In column (5), we exclude firms that have only two analysts covering and
reporting earnings forecasts, and the result is robust to doing so. Column
(5) shows that a one unit increase in realized EPS is associated with a 0.079
increase in the number of analysts. Column (6) excludes firms that have
fewer than 6 analysts covering and reporting earnings forecasts, showing
that a one unit increase in realized EPS is associated with a 0.104 increase
in the number of analysts, which is larger than the magnitude found in
column (4) and column (5). In summary, the regression table examines
factors associated with the number of coverage analysts for each firm, and
we find that there are more analysts for large and old firms, but it is also
the case that realized EPS is a robust driver of the number of analysts
across sub-sample specifications.

5 Time-Series Index

In preceeding sections, we have seen various characteristics of micro data
based on IBES, NikkeiNeeds, and DBJ database. The measure of fore-
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cast dispersion and forecast error appear to reflect the level of imperfect
information about a firm’s future earnings. In particular, the measure of
forecastdispersion is a type of second momemnt proxy in terms of the level
of imperfect information, which can be thought of as the level of uncer-
tainty about a firm’s future earnings. While it isa measure of such from
the perspective of market analysts, not from the perspective of business
managers, this section exploits the cross-sectional and time-series patterns
of the data to construct time series indices of forecast dispersion and errors.

Figure 6: Forecast Dispersion Index

Figure 6 plots the forecast dispersion index, which is the cross-sectional
mean of the forecast dispersion measure for each year. We construct it
by taking the annual mean of forecast dispersion for each firm and then
the cross-sectional mean for each year. As seen in Figure 6, there are
several spikes that are potentially corresponding to events that heightened
uncertainty. The most recent spike is the Covid-19 pandemic peak in March
2020. The second highest peaks in the figure are from March 2003 when the
Iraq War began, to May 2003 when the Japanese Government bailed out
Resona Bank. One may argue that these peaks are times when uncertainty
facing firms in terms of their performance, such as earnings, is high. Other
spikes seen in the figure include when the Bank of Japan cut the discount
rate to 1.00 percent in 1994, during times when there was a banking crises
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in Japan, on top of theAsian financial crisis around 1998, the 9/11 terorist
attack, the global financial crisis periods in 2007 through 2009, aftermath
of Tohoku earthquake in 2013.

Here, we compare the forecast dispersion index with the Economic
Policy Uncertainty (EPU) index for Japan, showing a positive correlation.
As seen in Figure 7, both the forecast dispersion index and EPU show some
similarities in capturing times when uncertainty about firm performance
appears to be high.

Figure 7: Forecast Dispersion and Economic Policy Uncertainty in Japan

It is commonly understood that uncertainty is countercyclical in that
it is higher when business conditions are worse, such as during recessions or
when stock prices are falling. To see whether the index created from IBES
data has countercyclical features, Figure 8 shows a relationship between the
forecast dispersion index and the Nikkei 225 stock market index. It can be
seen that there are times when the forecast dispersion index rises and the
Nikkei 225 stock market index falls, albeit with difficulty seeing it through
with trends in the Nikkei 225 index. While the jumps in the uncertainty
index appear when firms face greater uncertainty about future earnings,
it is also worthwhile to study how those jumps are clustered within some
periods of time because the frequency of those jumps seems to vary across
time.

20



Figure 8: Forecast Dispersion and Nikkei 225 Index

Comparing the first half of the period in Figure 8 to the second half
of the periods, it is clear that there are more jumps in the first half of the
period than the second half. Hence, Figure 9 takes the moving average of
the forecast dispersion index and forecast errors index as an effort to gauge
the medium-run fluctuations of those uncertainty indexes. As one can see
in Figure 9, it is evident that the overall level of uncertainty in the first half
of the period is higher than that for the second half. As in the right panel
of Figure 9, this pattern is more pronounced if you look at the forecast
error index, where the level of uncertainty in the medium run is highest
around the Asian financial crisis and the Japanese banking crisis before the
uncertainty level fell sharply after the bailout of Resona Bank. Therefore,
we argue that both the high-frequency time series of the uncertainty index
with spikes and the moving average of such an uncertainty index are useful
for researchers and policymakers to monitor and think about the level of
uncertainty in real time. The moving average of the forecast dispersion
index and forecast error index (Figure 9) provide a gauge of uncertainty
over the medium term.

Finally, Table 6 reports the cross-correlations among the uncertainty
indices and macroeconomic variables. The forecast dispersion and error
indices are positively correlated with the EPU index and negatively corre-
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Figure 9: Moving Average of Forecast Dispersion and Errors

lated with the Nikkei 225 index.
In summary, we construct the timeseries indices of forecast dispersion

and forecast errors, and examine their basic features in capturing times
when uncertainty is high and compare them with the EPU index and the
Nikkei 225 index. We show that the forecast dispersion index and the fore-
cast error index are positively correlated with the EPU index and negatively
correlated with the Nikkei 225 index. We argue that these indices are not
only relevant for the level of uncertainty surrounding business performance
in general but also useful for researchers and policymakers to monitor and
think about the level of uncertainty in real time, as it is relatively easy to
construct these indices as demonstrated in the paper.

Variable Fdis CV JP EPU JP EPU (moving average) IIP NIKKEI 225
Fdis CV 1.000 0.216 0.350 -0.305 -0.278
JP EPU 0.216 1.000 0.610 -0.162 -0.254
JP EPU (moving average) 0.350 0.610 1.000 -0.209 -0.399
IIP -0.305 -0.162 -0.209 1.000 0.212
NIKKEI 225 -0.278 -0.254 -0.399 0.212 1.000

Table 6: Cross-Correlations

6 Conclusion

In conclusion, our paper sheds new light on the properties anddetermi-
nants of analyst forecast dispersion and errors, and their links to macroe-
conomic uncertainty. By constructing novel indices and exploring their
cross-sectional and time-series patterns, we contribute to the growing lit-
erature on the role of expectations and uncertainty in the economy. Our
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findings suggest that analyst forecasts provide a valuable window into the
evolution of firm-level uncertainty over time, with potentially important
implications for researchers, policymakers, and market participants. Our
paper also points to several avenues for future research. One natural ex-
tension would be to examine the effects of forecast dispersion and errors on
firm-level outcomes such as investment, employment, and asset prices. An-
other interesting question is whether the patterns we document for Japan
also hold in other countries, particularly emerging markets where analyst
coverage may be more limited. Finally, future work could explore the im-
plications of our findings for the design of monetary and fiscal policies that
aim to stabilize the economy in the face of uncertainty shocks.

23



References

Baker, S. R., Bloom, N., and Davis, S. J. (2016). Measuring economic
policy uncertainty. Quarterly Journal of Economics, 131(4):1593–1636.

Bloom, N. (2009). The impact of uncertainty shocks. Econometrica,
77(3):623–685.

Brown, L. D., Hagerman, R. L., Griffin, P. A., and Zmijewski, M. E. (1987).
An information interpretation of financial analyst superiority in forecast-
ing earnings. Journal of Accounting Research, 25(1):49–67.

Ciccone, S. J. (2003). Analyst forecasts: Dispersion and uncertainty. Avail-
able at SSRN 391461.

Clement, M. B., Koonce, L. L., and Shevlin, T. J. (2003). The influence
of report attributes on analysts’ forecast revisions: Does report form
matter? The Accounting Review, 78(2):299–315.

Diether, K. B., Malloy, C. J., and Scherbina, A. (2002). Differences of
opinion and the cross section of stock returns. The Journal of Finance,
57(5):2113–2141.

Jurado, K., Ludvigson, S. C., and Ng, S. (2015). Measuri ng uncertainty.
American Economic Review, 105(3):1177–1216.

Lang, M. H. and Lundholm, R. J. (1996). Corporate disclosure policy and
analyst behavior. The Accounting Review, 71(4):467–492.

Liu, X. and Natarajan, R. (2012). The effect of institutional ownership on
the relation between audit committee characteristics and the likelihood
of financial reporting restatement. Review of Quantitative Finance and
Accounting, 38(1):105–127.

大日方隆 (2010). 利益情報の有用性と会計アノマリー. In 桜井久勝,
editor, 企業価値評価の実証分析: モデルと会計情報の有用性検証. 中
央経済社.

奈良沙織 and 野間幹晴 (2024). 業績予想の実証分析: 企業行動とアナリ
ストを中心に. 中央経済社.

24


	1 Introduction
	2 Data and Methodology
	2.1 IBES Data
	2.2 Dataset Construction
	2.3 Descriptive Statistics

	3 A Simple Model of Uncertainty and Disagreement
	4 Empirical Findings
	4.1 Timing and Horizon of Forecasts
	4.2 Number of Forecasts
	4.3 Forecast dispersion is smaller for firms with moreanalysts
	4.4 Forecast errors are smaller for firms with more analysts
	4.5 Firms with higher earnings per share have moreanalysts

	5 Time-Series Index
	6 Conclusion
	References



