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Abstract 

 
Startups have emerged as pivotal innovators in the commercialization of AI technology. Nonetheless, these 
nascent enterprises often require substantial capital infusion to realize the economic returns from their 
innovations. This study examines the role of prototypes in facilitating their fundraising process. We utilized 
historical web content to identify the presence of prototypes and employed web traffic data to monitor their 
customer growth. Our findings indicate that prototyping positively affects the potential customer attraction 
process, signaling the feasibility and profitability of their business hypotheses to potential investors. In addition, 
as a technologically intensive industry, most AI startups begin with a technology-centric approach. While a 
technology-led starting point underscores competitiveness, it also inherently introduces uncertainty. We offer 
quantitative evidence demonstrating how prototyping acts as a moderating factor, reducing the impact of such 
uncertainty by expediting investor decision-making. 
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1. Introduction 
 
The widespread use of AI technology has demonstrated its ability to enhance human productivity 
and economic growth, and transform many industrial fields (Furman and Seamans, 2019; 
Brynjolfsson et al., 2021). Big tech firms such as Google, Amazon, Apple, Meta, and Microsoft 
(Big Five) have invested tens of billions of dollars into AI and machine learning research (Kossuth 
and Seamans, 2018). The huge amount of investment brings large incumbents several advantages 
over small businesses: they can attract the best AI talents from academia (Woolston, 2022); have 
well-established complementary assets (e.g., large amounts of training data and computational 
resources), and have access to their own marketing channels. In this situation, how can artificial 
intelligence (AI) startups survive among established tech firms? The answer resides in a simple 
tenet: innovation is the currency, and agility is the key to success. Indeed, many startups in the 
field have emerged as trailblazers, advancing the boundaries of what is possible through machine 
learning and AI applications. Their agility allows them to quickly identify and fill demands in 
niche markets with innovative solutions (Weiblen and Chesbrough, 2015). 
 
However, although startups have been recognized as one of the pivotal contributors to the 
development of AI solutions addressing practical issues, these endeavors typically require a 
substantial capital infusion to enter the market. Startups often raise funds from venture capital (VC) 
firms to extend their minimum viable products (MVPs) and scale their businesses and user bases 
(Davila et al., 2003). According to the AI Index 2018 and 2022 Annual Report, VC funding for AI 
startups increased by 350% from 2013 to 2017, and the trend continued to double until 2021 
(Shoham et al., 2018; Zhang et al., 2022). In this regard, VCs have become one of the main 
channels through which AI startups can raise money. 
 
This study examines the factors that facilitate the efficient acquisition of funding for AI 
entrepreneurs, namely, a shorter waiting time to attain financial support. As a prelude, we discuss 
why the timing of acquiring financial resources is important for early-stage ventures from two 
perspectives: capital-constrained entrepreneurs and the value-added roles of VC. Unlike 
established enterprises, fledgling firms usually lack adequate credit lines and have an advantageous 
cash position (Schwienbacher, 2007). At this stage, entrepreneurs play the role of a jack-of-all-
trade, managing a wide range of operations, including product development, human resource 
management, and fundraising. Consequently, there is often a zero-sum issue with these 
responsibilities, in which the time devoted to fundraising may detract from product development 
(Hsu, 2007). In the early stages of their life cycle, most ventures burn more money than they earn. 
Financial distress arises when cash flows fall short of meeting liabilities. Hence, understanding the 
factors that contribute to a faster funding timeline can help startups allocate resources more 
effectively, thereby shaping informed fundraising strategies. Besides, scholars have long 
recognized the value-added role of venture capitalists (VCs) beyond being mere financial 
intermediaries. They serve as instrumental facilitators for emerging ventures to acquire the 
essential resources for successful growth, such as potential customers and strategic alliances 
(Gorman and Sahlman, 1989; Stuart et al., 1999; Hsu, 2004). Therefore, the timely acquisition of 
funding becomes pivotal, as it expedites the integration of resources and enhances the company’s 
competitive position. 
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Prior research has identified several factors that may contribute to the fundraising of AI startups. 
Bessen et al. (2022) survey hundreds of AI startups and find that startups with proprietary data are 
more likely to secure future VC funding than those using publicly available data sources. Weber 
et al. (2022) manually examined the websites of a sample of 100 AI startups and created a 
taxonomy of different AI business models. Their work also indicates that distinct business models 
may be related to the different levels of difficulty in commercializing AI-enabled products or 
services. Motivated by our examination of AI startups’ homepages, we posit that AI startups may 
use prototypes, often in the form of software or platform applications, to both attract potential 
customers and signal the feasibility and profitability of their business hypotheses. 
 
Principal-agent conflicts persist until the interests or incentives of entrepreneurs and potential 
investors align (Leach and Melicher, 2010). The asymmetry in information accessibility between 
entrepreneurs and investors, with entrepreneurs holding private knowledge about their innovations, 
contributes to the opacity of the due diligence process. This opacity is further exacerbated by the 
‘black-box’ nature of AI technology, which adds an additional layer of complexity to investors in 
uncovering hidden information. The fundamental logic of machine learning and AI lies in 
developing algorithms without explicit rule-based programming (i.e., intelligence), which learn 
patterns from data (i.e., training) and exhibit robust generalization for decision-making in unseen 
situations (i.e., prediction). In this sense, a prominent challenge for investors is to evaluate the 
model’s real-world applicability and economic values, given their limited insight into the specific 
features of the developed AI models and the representativeness of the training data. Consequently, 
entrepreneurs are strategically positioned to selectively emphasize the merits of their innovation, 
while withholding their drawbacks1. 
 
Overarching common interests center on increasing the value of ventures, or at least enhancing the 
potential for it. Therefore, entrepreneurs can use experimentation to explore alternatives for 
transforming ideas into value-generating tools. A growing body of literature has identified 
prototyping as an experimental tool (Thomke, 1998; Terwiesch and Loch, 2004). Because 
prototyping is not a one-time task, entrepreneurs can use it as a strategy to learn about customer 
responses and iteratively optimize their products. Indeed, prototyping is strongly related to the 
nature of AI technology. As AI products mainly rely on machine learning models, training on 
initial datasets does not guarantee that they can effectively solve real-world challenges. In this 
light, prototyping may serve as an entrepreneurial strategy, enabling entrepreneurs to not only 
assess market alignment but also gather secondary data from potential customers, thereby 
enhancing the accuracy of their models. Additionally, an analysis of startups’ historical web 
content revealed that approximately 48% of AI startups had a developed prototype, a percentage 
significantly exceeding the 23% ratio reported by Tyebjee and Bruno (1984), with a focus on 
various industries. This can be attributed to the established cloud computing infrastructure and the 
abundance of open-source tools and libraries2. Consequently, unlike traditional industries that rely 
heavily on external suppliers for physical components or materials, AI startups can develop 
prototypes internally, leveraging in-house talent and expertise. 
 

 
1 The ‘black-box’ nature of AI renders the underlying algorithm less interpretable. Nonetheless, the development 
team typically possesses a certain intuition about the model’s capabilities and limitations (i.e., a form of tacit 
knowledge tied to the innovation). 
2 A pivotal milestone in the history of cloud computing was the launch of Amazon Web Services (AWS) in 2006. 
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Existing literature suggests that prototyping can assist nascent enterprises in signaling the 
feasibility of their technology development to potential investors, thereby facilitating the process 
of securing external financing (Audretsch et al., 2016). We expand this logic by examining how 
prototyping attracts potential customers, which then forms a profitability signal for investors. Our 
line of argument begins with the theoretical development of a prototype that may serve as a 
boundary object between entrepreneurs and potential customers. A prototype mitigates buyer-
seller information asymmetry by providing a shared and comprehensible space for development 
teams and early adopters to exchange values. The presence form of a prototype may vary, 
depending on the combination of distinct business models and customer segments. For example, 
when catering to customers with high technical proficiency, prototyping an application 
programming interface (API) allows for more direct interaction and integration of AI services into 
their own undertakings. However, for more general customers, entrepreneurs may opt to ‘black-
box’ their underlying algorithmic models and systems into low-code or no-code tools, effectively 
reducing the learning costs for adoption. Hence, the presence of prototypes enhances the 
transparency of the proposed business values, expediting the decision-making time of early 
adopters. The establishment of a potential user base then indicates the successful alignment of 
market expectations, signaling the profitability of the proposed business hypotheses to external 
investors. 
 
Historically, it has been challenging to evaluate the proposed mechanism empirically because of 
limited data availability on the innovation activities and customer disclosures of young firms. 
Firms are not required to disclose information until they go public; therefore, early research in 
entrepreneurial finance often relies on surveys3. We overcome these limitations by combining five 
distinct data sources: web scraping data; two commercial databases, Crunchbase and SEMrush; a 
patent database provided by the United States Patent and Trademark Office (USPTO)4; and the 
USPTO Trademark Case Files dataset5 by Graham et al. (2013). We collected data on 396 AI 
startups in the United States from Crunchbase. We then applied the Internet Archive’s Wayback 
Machine API to scrape their historical web contents. Li et al. (2018) demonstrated that web content 
could be an alternative source for monitoring SMEs’ business activities because they often disclose 
their products and technologies through their homepages to attract potential customers and 
investors. Web scraping data were used to examine whether there was a prototype before receiving 
early-stage funding (i.e., Series A in particular). In addition, historical web traffic data collected 
from SEMrush are used as a proxy for monitoring companies’ potential customer attraction 
processes. Finally, we create a rich set of control variables from both the startup and VC sides. 
Figure 1 illustrates the research framework. 
 
 
 

 
3 According to a survey on entrepreneurial finance studies (Cumming and Johan, 2017), it is not mandatory for new 
ventures to formally disclose their business activities in most countries, with exceptions including Scandinavian 
countries and certain continental European nations like France and Belgium. 
4 See https://patentsview.org/download/data-download-tables  
5 See https://www.uspto.gov/ip-policy/economic-research/research-datasets/trademark-case-files-dataset  

https://patentsview.org/download/data-download-tables
https://www.uspto.gov/ip-policy/economic-research/research-datasets/trademark-case-files-dataset
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Figure 1. Research Framework 

 
2. Theoretical Framework 
2.1. Prototyping as an Entrepreneurial Strategy 
 
Technological innovation creates opportunities but also introduces uncertainty to fledgling 
ventures. On the one hand, ventures with advanced technological expertise may aim to evolve into 
technology-intensive enterprises, and this competence can be a sustained competitive edge 
(Colombo and Grilli, 2005; Aggarwal et al., 2015), resulting in significant economic returns and 
consequently enhancing their bargaining power for more favorable valuations from VC (Hsu, 
2004). On the other hand, high levels of technological innovation also yield pronounced 
uncertainty among decision-makers (Zaltman et al., 1973). Nelson and Winter (1977) noted that 
research and development (R&D) inherently involves uncertainty because the optimal path to 
commercial success is rarely clear. 
 
In most studies, uncertainty pertains to the future payoffs from VC investments. Technology-
intensive companies often require a lengthy time frame and a substantial allocation of resources 
for exploratory development. Greater knowledge complexity in the early development stage 
extends the lead time to the first product shipment, making the anticipated financial gains 
uncertainly placed in the distant future (Schoonhoven et al., 1990). Such uncertainty in future 
returns stems mainly from two distinct types of risks: technical risk and market risk. Technical risk 
concerns the feasibility of innovation, specifically, whether the innovation is technically 
completable (Pindyck 1993). The second type of risk pertains to profitability, concerning whether 
the innovation aligns with market expectations. Although VC investors always buy with a certain 
uncertainty, they seek agents who can mitigate these risks. 
 
Prior research theorizes that organizational learning via trial-and-error is a promising strategy for 
entrepreneurs facing uncertainty (Levinthal, 2017; Gans et al., 2019). Technical risk can be 
resolved by creating prototypes (i.e., a ‘just-do-it’ strategy), which directly demonstrates the 
feasibility of the proposed idea. However, the value distribution of an idea is contingent not only 
on its technical development but also on its alignment with market demand (Rosenberg, 1994). 
Stated differently, even when conditional on a technically feasible idea, predicting economic 
returns remains challenging without market testing. In this regard, prototyping is not a one-time 
task but an experimentation tool for learning market responses iteratively. Through market tests 
using prototypes, entrepreneurs can gain insights into the alignment of their innovation with 
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customer demands. Feedback from early adopters then reshapes product innovation and 
improvements (von Hippel, 1986). 
 
In summary, the logic presented above suggests that although startups with a high level of 
technological sophistication may attain more advantageous valuations from VC, the inherent 
uncertainty and risks could cause investors to hesitate for an extended period. In addition, limited 
performance track records also result in notable information asymmetry for investors when 
assessing the quality of these emerging companies (Shane and Stuart, 2002). However, startups 
can adopt prototyping as a strategy to demonstrate the feasibility of the proposed business 
hypothesis and engage in the market, thereby initiating the customer discovery phase. A promising 
product-market fit can then mitigate market risk and demonstrate the potential to generate profits. 
 
H1. Highly sophisticated startups may gain better valuations, but the associated high risk can delay 
investors’ decisions moderated by the adoption of prototypes. 
 
2.2. Prototypes as a Boundary Object  
 
It is no secret that enterprises (customers) understand that they have to adapt AI in some form, but 
are struggling to figure out how to do so. The theory of Rogers (2003) on the innovation decision 
process delineates the stages in which decision-making units (e.g., individuals or organizations) 
traverse the course of accepting and adopting innovations. The process essentially unfolds the 
mechanism geared toward diminishing information asymmetry, wherein an individual must be 
endowed with knowledge to reduce uncertainty about the merits and demerits associated with 
innovation. It initiates an individual’s endeavor to amass a sufficient level of knowledge to 
understand the nature of the innovation and its operational functionality. When it comes to 
innovations characterized by a significantly higher degree of technical complexity, the requisite 
knowledge for adoption is considerably greater compared to those with lower complexity. In this 
case, by drawing on the lean startup theory, AI startups can embed their foundational algorithmic 
models into a prototype (i.e., minimum viable products [MVPs]), which usually manifests in the 
form of software or platform applications (Shepherd and Gruber, 2021; Blank and Eckhardt, 2023). 
The prototype functions as a boundary object, establishing a shared knowledge base between 
entrepreneurs and customers (Nonaka, 1994; Carlile, 2002). A boundary object is an artifact that 
acts as a bridge in the flow of knowledge among various agents (Star, 1989; Carlile, 2004), 
ultimately facilitating the sense-making process (Grichnik et al., 2016). The prototype concretizes 
the intangible underlying knowledge and technology, enhancing its accessibility to potential 
customers to grasp and apply. Before reaching the decision stage, the inherent uncertainty 
regarding innovation persists until individuals either experiment with it or are convinced by trusted 
entities (i.e., the persuasion stage). Trials in which customers are allowed to experience the partial 
functionality of an innovation are the most straightforward approach to expediting the decision-
making process (Rogers, 2003). In this context, AI startups that have already crafted prototypes 
can present and deliver a demo to potential customers, showcasing the capabilities and advantages 
of their AI solutions. If innovation aligns with customer expectations or exhibits a specific level 
of relative advantage, the majority of potential customers are likely to proceed with an adoption 
decision. Meanwhile, experimenting with a prototype can just as logically result in a rejection 
decision, as in the case of adoption. Rejection feedback helps entrepreneurs by providing insights 
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into refining existing prototypes or even reconfiguring their initial business hypotheses (Markman 
et al., 2008).  
 
In summary, prototypes can serve as boundary objects that alleviate information asymmetry 
between entrepreneurs and potential customers, thereby accelerating the innovation decision 
process. Using the organic traffic data as a proxy for monitoring customer attraction process, we 
argue that AI startups with a high level of product readiness (i.e., prototypes that are ready for 
market) will significantly reduce the time required to accumulate sizeable potential customers. 
 
H2. AI startups with developed prototypes can attract potential customers more rapidly. (Prototype 
→ Customer growth). 
 
2.3. Informational Asymmetry and Profitability Signals 
 
Entrepreneurship is intrinsically tied to experimentation, as entrepreneurs seek to fulfill existing 
or create new demands for economic gain by experimenting with novel ideas (Rosenberg, 1994; 
Kerr et al., 2014). Founders address uncertainties by formulating business hypotheses, validating 
them in the market, and analyzing the results (Blank, 2013). For early-stage companies, obtaining 
external resources is both a critical issue for sustaining their experimentation financially and a 
difficult challenge in the sense that their assets are mostly intangible, such as knowledge and 
technology (Hsu, 2004). As it is impossible to evaluate the economic returns from these 
experiments, the problem of information asymmetry is particularly pronounced at this stage, which 
induces severe agency costs for VC investors (Gompers, 1995). To mitigate risks, VC firms often 
employ stage financing, which allows them to retain the right to suspend future capital if the 
company fails to meet predetermined milestones (Admati and Pfleiderer, 1994; Gompers, 1995). 
 
Signaling is a means of reducing information asymmetry across parties (Spence, 1973). Drawing 
heavily on patents, Hsu and Ziedonis (2008) showed that patents can assist investors in estimating 
the value of early-stage startups. From a legal perspective, patents secure exclusive rights for 
appropriating innovations and obtaining future benefits, enabling entrepreneurs to employ them as 
signals to attract potential investors (Long, 2002). Nevertheless, there is a disparity in the 
conclusions regarding the impact of patents. Gompers and Lerner (2001) note that patents and 
trademarks, although more tangible than ideas, remain insufficient on their own to secure financing 
from most lenders until they are complemented by specialized assets. In line with this argument, 
Audretsch et al. (2016) suggest that innovative ventures could develop a prototype as a 
complementary means of signaling the feasibility of their knowledge-based business hypotheses. 
As Duc and Abrahamsson (2016) stated in an interview with software startup founders, “It is 
important to show investors that you are committed, and past the idea stage. Without a prototype, 
most professional investors will not take you seriously.” Although investors specializing in certain 
industries possess domain-specific knowledge, it is evident that a prototype always supersedes a 
lengthy hundred-page document when conveying business plans. 
 
Prototypes and business models are also interrelated in the context of new ventures. The business 
model encapsulates the underlying logic of how companies create, deliver, and capture value when 
commercializing their ideas and technologies (Teece, 2010; Chesbrough, 2010). As per Blank’s 
(2013) conceptualization, a business model can be viewed as a theory, with the startup serving as 
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the vehicle for testing. In this regard, a prototype with sufficient critical features aligned with the 
entrepreneur’s initial vision can accelerate the validation of their business hypotheses. The quick 
response of early adopters can streamline the monitoring and evaluation processes of VC investors 
in their decision-making (Tian, 2011). According to existing literature, AI startups with developed 
prototypes are categorized as AI tool and platform providers (Weber et al., 2022). With predefined 
products, startups of this type can employ either a subscription- or a usage-based pricing model. 
Market-ready products can be easily understood and evaluated by customers, resulting in shorter 
sales cycles. However, AI development facilitators often help customers build customized AI 
solutions. Given that startups in this category need to provide more tailored and integrated work 
to meet the specific needs of individual customers, this translates into a much longer sales cycle 
and scaling challenges, particularly in the early stages of their operations. Therefore, we 
hypothesize that AI startups with developed prototypes will secure early-stage funding more 
rapidly. 
 
H3. AI startups with developed prototypes will spend less time securing early-stage funding 
(Prototype → Fundraising process). 
 
As discussed earlier, the presence of a prototype serves as an instrument for mitigating information 
asymmetry by signaling the feasibility of a business hypothesis. However, the quality of such 
signals is unexamined. For early-stage financing, our primary focus in this study is Series A 
funding, a highly competitive round where investors are not simply looking for great concepts but 
for revenue-generating business models and an established user base. The potential to build a stable 
user base is an indicator of high cue validity for prospective investors, indicating that a startup has 
the capacity to scale up its business and generate sustainable profits. Cue validity is a probabilistic 
metric that quantifies the likelihood of a piece of information (i.e., a particular cue) accurately 
predicting a specific outcome (Rosch, 1975). In this context, the process of customer validation 
entails an examination of the extent to which the proposed prototype aligns with market 
expectations, signaling whether there is a scalable and profitable business model on the horizon 
(Blank, 2003; Ries, 2011). For the purpose of venture screening, the presence of a substantial base 
of potential customers within a startup should exhibit higher cue validity than its absence. 
Groening et al. (2016) suggested that investors may incorporate a firm’s treatment of customers as 
a pivotal factor in assessing its value. 
 
The concept of boundary objects argues that prototypes can accelerate decision-making process 
by establishing a sharable and understandable space between entrepreneurs and potential 
customers. Accelerated customer acquisition can result from either a direct decision to adopt or 
rejection decisions that prompt founders to realign with the market needs6. The growing number 
of potential customers then signals the profitability of the envisioned prototype to investors. 
Therefore, we hypothesize that potential customer growth plays a mediating role in accelerating 
the fundraising process of AI startups that have already prototyped their innovations. 

 
6 In this study, we utilize organic web traffic data to monitor customer growth. It is essential to clarify that web traffic 
includes both actual customers and potential customers, some of whom may be at the persuasion or confirmation stage. 
Prior research has recognized that (actual) customer relationships can be an important firm resource (Gouthier and 
Schmid, 2003; Park et al., 2017). Since the conversion rate of monthly visits is unknown, we primarily consider it as 
a proxy for potential customers and argue that a higher growth rate of potential customers can signal a promising 
outlook for startups’ profitability. 
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H4. AI startups with developed prototypes can expedite the establishment of a potential customer 
base, which, in turn, hastens the process of securing early-stage funding (Prototype → Customer 
growth → Fundraising process). 
 
3. Data Collection and Variables 
3.1. Crunchbase Data 
 
To test the proposed hypotheses, we developed a novel dataset comprising 396 U.S. AI startups 
founded between 2010 and 2017. Crunchbase is a crowd-sourced database that provides a rich set 
of business information on companies, founders, and investors. It has been widely used in 
management and economics research in general (Dalle et al., 2017) and entrepreneurship strategies 
in particular (Koning et al., 2022; Guzman and Li, 2023). Initially, we extracted companies with 
AI industry labels from Crunchbase. For each startup, we collected its detailed profile data, 
including the official website, founding members, and fundraising history. Specifically, this study 
targets round A, a stage where a startup often already has its business model and demonstrates the 
potential to generate more profits and scale up, representing a pivotal ‘zero-to-one’ phase. Thus, 
when examining each startup’s financial records, we retain all startups that have received Series 
A funding; however, companies supported by corporate venture capital (CVC) are excluded. This 
is to rule out the potential bias induced by startups backed by large businesses. The timing of 
obtaining Series A funding, measured monthly, is the one of the primary dependent variables in 
the following regression analyses. Besides, we also collected the amount of money received during 
Series A as another dependent variable. To address the skewed distribution of the valuation data, 
the founding amounts were specified as natural logs in the multivariate regression. Other profile 
data were used to construct several control variables, which are discussed later. 
 
3.2. Prototype Identification with Wayback Machine 
 
Prior literature has relied on survey data to track startups’ prototyping activities (Tyebjee and 
Bruno, 1984; Audretsch et al., 2012). In this study, we propose a new approach to identify whether 
a startup has developed prototypes prior to Series A funding by examining the occurrence of a set 
of AI product keywords in its historical web content, which also benefits from the comprehensive 
Internet coverage of AI startups7. To achieve this, we utilized the Wayback Machine APIs to 
scrape the web records preceding the specified timestamp8. Since 2001, the Internet Archive 
Wayback Machine has stored more than billions of web pages worldwide. After that, we follow 
Arora et al.’s (2015) approach to clean and integrate the scraped web pages, which are then used 
to construct the prototype dummy. 
 
3.3. Technological Sophistication with Wayback Machine 
 
Existing literature measures the level and sophistication of technological innovation in new 
ventures through the utilization of survey data, such as interviews with their founders (Eisenhardt 
and Schoonhoven, 1990; Sapienza and Gupta, 1994). This study proposes a web-based indicator 

 
7 The keywords used to identify the existence of prototypes prior to Series A are shown in Appendix A. 
8 The code for retrieving historical web records within a predetermined time window can be found here: 
https://github.com/zhujohn9604/WaybackMachineAPI.  

https://github.com/zhujohn9604/WaybackMachineAPI
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to quantify each startup’s technological sophistication and efforts. Startups that dive deeply into 
R&D tend to emphasize their technological strengths by sharing detailed information about their 
technologies on their websites. These technical efforts were captured by counting the occurrence 
of a list of AI-related technical keywords provided by the WIPO9. These keywords are selected by 
examining AI functional applications and techniques. In addition, the Wayback Machine APIs 
may return multiple records for the same URL, and we only considered the record with the highest 
occurrence value for each URL. Finally, we calculated the average based on the startup’s unique 
records. 
 
3.4. Potential Customer Tracking with Web Traffic Data 
 
Obtaining sufficient data to monitor venture growth has proven to be challenging. Although 
emerging ventures may disclose their customer relationships in some financial announcements, 
privacy policies often limit such disclosures, leaving only a few mentions. Kerr et al. (2014) 
suggests that web traffic data could be a potential proxy for tracking potential customers. Inspired 
by this work, we collected organic web traffic records using the SEMrush Magic tool. For each 
startup, we downloaded historical records of monthly visits landed on the homepage. Then, the 
modified relative strength index (MRSI) was adopted to measure the speed and change in customer 
growth. Specifically, we have 
 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =  1
𝑇𝑇

(100 − 100
1+𝑅𝑅𝑅𝑅

), 
 

𝑀𝑀𝑀𝑀 =  
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝐺𝐺𝐴𝐴𝐺𝐺𝐺𝐺
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿

 

 
where the average gain refers to the average increase in the number of monthly visitors over the 
selected period 𝑇𝑇, and the average loss indicates the average decrease over the same period. For 
each startup, we estimated the value of MRSI from its founding date to the date of receiving Series 
A funding. This variable is denoted as Customer in the formal analysis. 
 
3.5. Variable Construction 
 
Our primary independent variables are Prototype, Technology, and Customer, as introduced above. 
Besides, we also include both startup-side and VC-side control variables to alleviate the potential 
spurious relationships between the dependent variables and our key variables. On the startup side, 
we first controlled for each startup’s basic information, including age, geography, and application 
fields. Crunchbase provides the headquarters’ regions and industry classifications for each 
company. Our sample includes six regions (e.g., Greater Boston, Greater New York, San Francisco 
Bay Area, etc.) and seven application fields (e.g., biotechnology, finance, entertainment, etc.). We 
controlled for application fields because startups specializing in different industries may deal with 
different transaction types (e.g., individual customers versus organizational customers), which, in 
turn, leads to heterogeneity in the potential customer attraction process. Besides, human capital 
and knowledge are the two major inputs in the AI industry. Thus, a solid relationship with 
universities will provide startups with continuous access to AI talents and cutting-edge scientific 

 
9 The keywords used to measure a startup’s technical sophistication are shown in Appendix A. 
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output (Lutchen, 2018; Hannigan et al., 2022). Indeed, since many startups are willing to disclose 
their university linkages on their websites, we build a variable called University to capture this10. 
In addition, we surveyed several other factors that influence a new firm’s performance and chances 
of obtaining VC funding. Eisenhardt and Schoonhoven (1990) suggest that a larger founding team 
size is positively associated with a new firm’s future growth. In addition, entrepreneurship 
literature shows that prior entrepreneurial experience can act as a positive signal for investors 
(Colombo et al., 2004). Entrepreneurs with more funding experience are, therefore, more likely to 
receive funding from the prospective VC (Kirsch et al., 2009). We measured founders’ experience 
based on the number of companies founded before the establishment of the target startup. Founding 
team experience was calculated using the average founding experience of each founder. Finally, 
intellectual property such as patents and trademarks was also considered. Mann and Sager (2007) 
found a robust positive relationship between patenting activity and VC fundraising for software 
startups. Krasnikov et al. (2009) suggest that trademarks measure a firm’s brand-building efforts, 
which are positively associated with financial value. Based on this, we include the number of 
patents and trademarks filed by startups before receiving Series A funding. 
 
It is a common practice for investors to form a syndication to provide funding resources to startups. 
Syndication allows investors to share risks and evaluate their assessments against other 
knowledgeable entities (Gompers, 1995; Lerner, 1994). Hence, we first control for the number of 
investors in each transaction for VC-side consideration. Crunchbase provides investor-type 
information for each investment firm. We include different VC types to consider the risk 
preferences of different entities (e.g., government and family offices). Finally, Tian (2011) 
suggests that geographic distance affects VC investors’ decision-making. A shorter distance 
between entrepreneurial firms and investors implies lower monitoring costs, which increases the 
likelihood of funding. Appendix B describes the detailed procedure used to construct the distance 
measure. 
 
3.6. Summary Statistics 
 
Table 1 presents the summary statistics of our data. The meaning of each variable is associated 
with the interpretations in the above sections. Tyebjee and Bruno (1984) examined startups across 
diverse industries and reported that nearly 23 percent of startups possess a fully developed 
prototype before securing VC financing. Our key independent variable Prototype has a mean of 
0.48, indicating that 48% of the startups in our sample had developed prototypes before receiving 
Series A funding. This higher ratio can be attributed to readily accessible complementary assets, 
such as open-source development tools and cloud computing resources, which facilitate easier and 
faster AI prototype development. In addition, three categorical variables are absent from the table: 
Geography, Application Fields, and VC Types. According to Crunchbase, the startups in our 
sample are headquartered in six major regions: San Francisco Bay Area, Silicon Valley (21%), 
Greater New York Area, East Coast (14%), San Francisco Bay Area, West Coast (26%), Greater 
Boston Area, East Coast (9%), Greater Los Angeles Area (6%), and others (24%). Moreover, in 
terms of Crunchbase industry group lists, their application fields can be classified into information 
technology (20%), biotechnology (16%), finance (20%), traditional industries (20%), 
entertainment (7%), business intelligence (23%), and green technology (4%). Finally, some VC 

 
10 The university linkage is quantified based on the frequency of keyword occurrence in a company’s historical web 
content, with the list of keywords provided in Appendix A. 
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investors are multi-labeled; thus, the VC Type specifies the potential variations, such as VC only 
(77%), VC and PE (13%), family office VC (2%), government-backed VC (1%), and others (7%). 
 

 Mean Std. dev. Minimum Maximum 
Dependence variables 
Time to Series A funding 50.00 18.20 11 123 
Log(Series A valuation) 15.94 0.73 11.29 17.53 
Key independent variables 
Prototype 0.48 0.50 0 1 
Technology 3.24 3.37 0 41.31 
Customer 1.43 0.99 0.03 8.25 
Startup side control variables 
Age 7.29 1.89 5 12 
University 2.74 4.63 0 48 
Founders 2.48 1.15 1 7 
Experience 0.30 0.55 0 4.5 
Patents 0.62 1.79 0 16 
Trademarks 0.91 2.55 0 31 
VC side control variables     
Syndication 4.23 3.01 1 19 
Distance 2.45 1.62 0 5 

Table 1. Summary Statistics 
 
 
4. Empirical Analysis 
4.1. Prototype as a tool to Mitigate Technological Uncertainty 
 
This section examines the moderating effect of prototyping on technological uncertainty. We 
perform ordinary least squares (OLS) estimations, wherein we first regress the level of technology 
sophistication against the timing of Series A funding and the associated funding amount. When 
regressing against the valuation amount in Series A, we included an important control variable, 
pre-money valuation, which is the cumulative amount of capital raised by entrepreneurs before the 
Series A round (also in logarithmic form). 
 
In addition to the OLS regression, we tested the proposed hypotheses using survival models. 
Survival time measures the duration for which a startup remains in operation before receiving 
Series A funding. We consider an accelerated failure time (AFT) model to estimate the impact of 
the proposed factors on startup survival time: 
 
 𝑀𝑀(𝑇𝑇) = 𝑀𝑀0(𝜙𝜙𝑇𝑇) (1) 

 
where 𝜙𝜙 is an acceleration factor and can be written mathematically as 
 
 𝜙𝜙 = exp (𝛽𝛽1𝑋𝑋1 +  𝛽𝛽2𝑋𝑋2  + ⋯+  𝛽𝛽𝑛𝑛𝑋𝑋𝑛𝑛). (2) 

 
This implies that Equation (2) reduces to 𝑀𝑀0(𝑇𝑇), which is referred to as the baseline survival 
function, when all covariates are equal to zero. The AFT model is commonly represented in a log-
linear form as follows: 
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 log(𝑇𝑇) =  𝛽𝛽0 +  𝛽𝛽1𝑋𝑋1 +  𝛽𝛽2𝑋𝑋2  + ⋯+  𝛽𝛽𝑛𝑛𝑋𝑋𝑛𝑛 + 𝜀𝜀 (3) 
 
where 𝛽𝛽0 is the baseline survivor value and 𝜀𝜀 measures the residual variability in the survival times. 
We adopt a Weibull distribution to model the survival times since it achieves the best performance 
in terms of Akaike’s Information Criterion (AIC) among others (e.g., Log-Normal, Generalized 
Gamma). The AFT model is equivalent to the proportional hazards (PH) model when the survival 
times are assumed to follow a Weibull distribution, but the interpretation of estimated coefficients 
differs in sign (Bradburn et al., 2003). 
 
Before discussing the empirical results, Table 2 shows the pairwise correlations among the 
covariables of interest. No critical multicollinearity was observed as the absolute values of the 
correlations were less than 0.3. We estimate the proposed specification using OLS and AFT 
models, and present the results in Table 3. As can be seen in column (2), with all variable controlled, 
our findings indicate that AI startups with a greater level of technological sophistication tend to 
secure higher valuations during the Series A round (�̂�𝛽 =  0.014, 𝑡𝑡 = 1.57,𝑝𝑝 < 0.10). Regarding 
the timing of attaining financial support, the positive and statistically significant coefficients for 
Technology in columns (4) and (6) indicate that higher technological uncertainty is associated with 
a longer waiting time prior to Series A. In the last specification, column (7) of Table 3, the 
interaction effect between technological sophistication and prototype is also included. This 
interaction term tests the prediction that intensive development of technology introduces 
uncertainty, which may extend investors’ time spent on deliberation, whereas the presence of 
prototypes can moderate the impact of this uncertainty on investor deliberation time. The 
coefficient of the interaction term is negative and statistically significant (�̂�𝛽 =  −0.014,𝑝𝑝 < 0.05). 
Figure 2 shows that high technical sophistication is associated with an extended waiting time (the 
95% confidence interval is above zero), and prototyping can significantly reduce this waiting time, 
as reflected by a shift in the 95% confidence interval towards negative values. In summary, the 
results support the first hypothesis that highly sophisticated startups may secure more favorable 
valuations. However, the associated high risk often leads to extended investor deliberation, which 
can be moderated by adopting prototypes. 
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Table 2. Correlations

 Prototype Technology Customer Age University Founders Experience Patents Trademarks Syndication Distance 

Prototype 1           

Technology 0.146 1          

Customer 0.201 0.025 1         

Age -0.118 -0.083 -0.261 1        

University 0.046 0.101 -0.060 0.074 1       

Founders -0.001 -0.045 0.013 -0.067 -0.030 1      

Experience 0.031 -0.006 0.079 0.034 0.033 -0.082 1     

Patents -0.033 -0.070 -0.016 0.019 -0.001 0.074 0.053 1    

Trademarks 0.024 0.025 0.094 -0.008 0.007 -0.010 -0.016 0.246 1   

Syndication 0.006 0.110 0.110 -0.086 -0.022 -0.082 0.043 0.038 0.010 1  

Distance -0.069 -0.012 -0.038 -0.071 0.038 0.053 -0.003 -0.033 0.083 0.002 1 
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 Dependent variable: Log 
(Series A valuation) 

 

Dependent variable: Time to Series A 

 OLS OLS 

 

Weibull AFT 
 (1) (2) (3) (4) (5) (6) (7) 

Technology 0.023** 
(0.010) 

0.014* 
(0.009) 

0.262 
(0.255) 

0.429* 
(0.246) 

0.007 
(0.004) 

0.005* 
(0.003) 

0.016*** 
(0.006) 

Prototype -0.014 
(0.083) 

0.010 
(0.067) 

-6.382*** 
(1.850) 

-4.469** 
(1.835) 

-0.027 
(0.023) 

-0.036** 
(0.018) 

0.006 
(0.026) 

Technology x Prototype       -0.014** 
(0.006) 

Startup-side control variables       
Pre-money valuation  0.263*** 

(0.050)      

Age  -0.063*** 
(0.020)  2.705*** 

(0.550)  -0.068*** 
(0.005) 

-0.068*** 
(0.005) 

University  0.003 
(0.007)  0.068 

(0.174)  0.001 
(0.002) 

0.001 
(0.002) 

Founders  -0.023 
(0.027)  -0.499 

(0.773)  -0.010 
(0.007) 

-0.011 
(0.007) 

Experience  -0.034 
(0.076)  -2.688* 

(1.453)  -0.040** 
(0.017) 

-0.042** 
(0.017) 

Patents  0.063*** 
(0.018)  0.329 

(0.370)  -0.001 
(0.005) 

-0.001 
(0.005) 

Trademarks  0.013 
(0.012)  -0.370 

(0.286)  -0.003 
(0.004) 

-0.003 
(0.004) 

Application field N Y N Y N Y Y 
Geography N Y N Y N Y Y 
VC-side control variables      
Syndication  0.040*** 

(0.011)  0.187 
(0.344)  0.004 

(0.006) 
0.006 

(0.006) 
Distance  0.021 

(0.023)  0.802 
(0.567)  0.003 

(0.003) 
0.003 

(0.003) 
VC Type N Y N Y N Y Y 
Observations 309 309 396 396 396 396 396 
AIC 609 565 3400 3400 -100 -220 -220 

Notes: The number of observations for columns (1) and (2) is 309 because some startups’ funding amount information is missing. 
Robust standard errors are reported in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01. 

Table 3. Regression Results on Technology Sophistication 
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Figure 2. The Moderating Effects of Prototyping 

 
4.2. Econometric Models of Prototyping, Potential Customer Attraction, and Fundraising 
Efficiency 
 
We then examined the impact of prototyping on attracting potential customers, which, in turn, 
mediates more efficient fundraising. Following the mediation framework proposed by Baron and 
Kenny (1986), our analysis consisted of two parts. The main effect analysis specifies the direct 
impact of prototyping on fundraising efficiency, and the mediation effect analysis examines how 
the independent variable (Prototype) affects the dependent variable (Time to Series A) through the 
mediator (Customer). Specifically, we test the direct impact by estimating the OLS model as 
follows: 
 
 𝑇𝑇𝑖𝑖 = 𝛽𝛽10 +  𝛽𝛽11𝑃𝑃𝐴𝐴𝐿𝐿𝑡𝑡𝐿𝐿𝑡𝑡𝑃𝑃𝑝𝑝𝐴𝐴𝑖𝑖 + �𝛽𝛽1𝑗𝑗𝑋𝑋𝑗𝑗

𝑗𝑗

+ 𝜀𝜀1𝑖𝑖 (4) 

 
where 𝑇𝑇 represents the duration until Series A funding is obtained, and our interest is 𝛽𝛽11, the 
direct impact of prototyping on fundraising time. The mediation effect analysis included a two-
stage least squares (2SLS) estimation: 
 
 𝐶𝐶𝐶𝐶𝐿𝐿𝑡𝑡𝐿𝐿𝐶𝐶𝐴𝐴𝐴𝐴𝑖𝑖 = 𝛽𝛽20 +  𝛽𝛽21𝑃𝑃𝐴𝐴𝐿𝐿𝑡𝑡𝐿𝐿𝑡𝑡𝑃𝑃𝑝𝑝𝐴𝐴𝑖𝑖 + �𝛽𝛽2𝑗𝑗𝑋𝑋𝑗𝑗

𝑗𝑗

+ 𝜀𝜀2𝑖𝑖 (5) 
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 𝑇𝑇𝑖𝑖 = 𝛽𝛽30 +  𝛽𝛽31𝑃𝑃𝐴𝐴𝐿𝐿𝑡𝑡𝐿𝐿𝑡𝑡𝑃𝑃𝑝𝑝𝐴𝐴𝑖𝑖 + 𝛽𝛽32𝐶𝐶𝐶𝐶𝐿𝐿𝑡𝑡𝐿𝐿𝐶𝐶𝐴𝐴𝐴𝐴𝑖𝑖  + �𝛽𝛽3𝑗𝑗𝑋𝑋𝑗𝑗
𝑗𝑗

+ 𝜀𝜀3𝑖𝑖  
(6) 

 
In this specification, equations (5) and (6) examine the mediation path for potential customer 
attraction. The estimated coefficient 𝛽𝛽21�  is the estimate of the effect of prototyping on attracting 
potential customers, and 𝛽𝛽32�  is the estimate of potential customer attraction on fundraising 
efficiency when controlling for prototyping. 
 
Table 4 shows the results of the analysis. As observed in column (2), a positive and statistically 
significant association exists between prototyping and customer growth ( �̂�𝛽 =  0.399, 𝑡𝑡 =
3.99,𝑝𝑝 < 0.01), suggesting that prototyping may facilitate the customer acquisition process. In a 
test of main effect, we find that prototyping significantly decreases the time of securing Series A 
funding (�̂�𝛽 =  −6.128, 𝑡𝑡 = −3.40,𝑝𝑝 < 0.01). When controlling for customer growth, the effect 
of prototyping becomes insignificance (�̂�𝛽 =  −1.840, 𝑡𝑡 = −1.27,𝑝𝑝 = 0.20), and customer growth 
significantly reduces the waiting time (�̂�𝛽 =  −10.755, 𝑡𝑡 = −10.30, 𝑝𝑝 < 0.01). 
 
To mitigate potential bias induced by confounding variables, we estimate the coefficients of the 
same specification by incorporating a set of control variables from both the startup and VC sides. 
The positive relationship between prototyping and customer growth remains significant (�̂�𝛽 =
 0.333, 𝑡𝑡 = 3.36,𝑝𝑝 < 0.01). One may notice that only startup-side control variables are included 
in this estimation. Besides, the main effect of prototyping on waiting time stays consistent (�̂�𝛽 =
 −4.469, 𝑡𝑡 = −2.44, 𝑝𝑝 < 0.05 ). When controlling for customer growth, prototyping loses 
significance (�̂�𝛽 =  −1.209, 𝑡𝑡 = −0.78,𝑝𝑝 = 0.44), and customer growth significantly improves 
the fundraising efficiency (�̂�𝛽 =  −9.646, 𝑡𝑡 = −9.14,𝑝𝑝 < 0.01). 
 
We also conducted the Sobel test (Sobel, 1982) with a 2SLS estimation, and all variables were 
controlled. The results of the Sobel test confirm that the mediation effect of customer acquisition 
is statistically significant (𝑍𝑍 =  −3.351,𝑝𝑝 < 0.01), and the proportion of the total effect being 
mediated is 0.73. The Sobel test assumes that the product of 𝛽𝛽21�  and 𝛽𝛽32�  should be normally 
distributed, which might be too strong. Hence, we further validated the estimated indirect effects 
using bootstrapping (Hayes, 2009), which does not rely on the assumption of normality. 
Bootstrapping with 500 replicates was applied to improve sample representativeness and re-
estimate the mediation effect. The results show a statistically significant indirect effect (�̂�𝛽 =
 −3.32, 𝑝𝑝 < 0.01), with zero excluded from the confidence interval (𝐶𝐶. 𝑀𝑀. = [−5.097,−1.347]). 
Thus, we found strong evidence of mediating effects. 
 
Taken together, the empirical results demonstrate that young enterprises can leverage prototypes 
to expedite the customer attraction process, which in turn serves as a profitability signal to potential 
investors. Finally, as supplementary evidence, Figure 3 illustrates the monthly visit dynamics of 
AI startups with prototypes compared with those without, where the x-axis represents the months 
preceding Series A. Startups with prototypes show significantly higher monthly visits, and the 
trend becomes sharp when it is close to the date of Series A. 
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 OLS  OLS 
 (1)  

P → T 
(2) 

P → C 
(3) 

P, C → T  (4)  
P → T 

(5) 
P → C 

(6) 
P, C → T 

Prototype 
-6.128*** 

(1.801) 
0.399*** 
(0.100) 

-1.840 
(1.444)  -4.469** 

(1.835) 
0.333*** 
(0.099) 

-1.209 
(1.557) 

Customer 
  -10.755*** 

(1.044)    -9.646*** 
(1.055) 

Startup-side control variables 
Technology 

    0.429* 
(0.246) 

-0.006 
(0.013) 

0.324* 
(0.193) 

Age 
    2.705*** 

(0.550) 
-0.135*** 

(0.025) 
1.382*** 
(0.477) 

University 
    0.068 

(0.174) 
-0.010 
(0.007) 

-0.020 
(0.160) 

Founders 
    -0.499 

(0.773) 
0.008 

(0.038) 
-0.358 
(0.675) 

Experience 
    -2.668* 

(1.453) 
0.137 

(0.083) 
-1.497 
(1.198) 

Patents 
    0.328 

(0.370) 
-0.020 
(0.024) 

0.089 
(0.380) 

Trademarks 
    -0.370 

(0.286) 
0.039 

(0.027) 
0.055 

(0.263) 
Application field N N N  Y Y Y 
Geography N N N  Y Y Y 
VC-side control variables 
Syndication 

    0.187 
(0.344)  0.389 

(0.254) 
Distance 

    0.802 
(0.567)  0.409 

(0.489) 
VC Type N N N  Y N Y 
Observations 396 396 396  396 396 396 
R2 0.03 0.04 0.36  0.19 0.16 0.42 

Notes: The pivotal variables are denoted by three abbreviations: P (Prototype), C (Customer), and T (Timing). Robust standard 
errors are reported in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01. 
 

Table 4. Mediation Analysis 
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Figure 3. Monthly Visit Dynamics 

 
4.3. Alternative Specifications and Robustness Checks 
4.3.1. Survival Models 
 
To assess the robustness of our results further, we tested the mediation effects using survival 
models. We estimate the Weibull AFT models, including both startup and VC-side control 
variables (Table 5). As can be seen in column (2) shows, the negative and statistically significant 
coefficient for Prototype indicates that developing prototypes accelerates the process of securing 
early stage funding for startups. Specifically, prototyping resulted in a 3.5% reduction in the 
waiting time 11 . When controlling for customer growth, the effect of prototyping becomes 
insignificance (�̂�𝛽 =  −0.017,𝑝𝑝 = 0.28), and customer growth significantly reduces the waiting 
time (�̂�𝛽 =  −0.094,𝑝𝑝 < 0.01). Numerically, a unit increase in Customer is estimated to reduce 
duration time by approximately 9%. In summary, Table 5 confirms the robustness of the indirect 
effects introduced by the customer mediators. 
 
4.3.2. Organic Traffic versus Paid Traffic 
 
Up to this point, the customer acquisition process has been tracked by analyzing the organic web 
traffic data provided by SEMrush. Although we controlled for trademark registration, which can 

 
11 This result is because the dependent variable is in logarithmic form while the explanatory variable is not. Comparing 
startups with prototypes to those without, it yields a difference of 1−e−0.036, which equates to a 3.5% decline. 
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serve as a proxy for a startup’s marketing efforts, such as brand building (Krasnikov et al., 2009), 
the number of trademarks is still not directly linked to the company’s customer acquisition activity. 
Young enterprises may use online advertising to enhance their website exposure (Goldfarb and 
Tucker, 2011). Considering this, the empirical results may suffer from an endogeneity issue, in 
which high monthly visits are driven by advertising rather than prototyping. To address this issue, 
we extend our dataset by incorporating paid traffic data obtained from SEMrush. Paid traffic refers 
to website visitors secured through online advertising, distinct from organic traffic, which counts 
visitors based on unpaid search engine results.  
 
The variable Customerpaid represents a momentum oscillator that measures the speed and change 
in monthly paid visits, akin to the approach employed for organic traffic data. We then estimate 
the proposed 2SLS specification by including this new variable, and present the results in Table 6. 
As can be seen in column (2), when controlling for paid traffic, we still find a positive and 
statistically significant association between prototyping and customer growth (�̂�𝛽 =  0.340, 𝑡𝑡 =
3.39,𝑝𝑝 < 0.01). In column (3), the mediation conclusions remain consistent, with customer 
growth still significantly decreasing the waiting time (�̂�𝛽 =  −9.550, 𝑡𝑡 = −9.16,𝑝𝑝 < 0.01). We 
then perform a bootstrapping test with 500 replications to evaluate the robustness of the mediation 
effect 𝛽𝛽21�  ×  𝛽𝛽32� , with paid traffic controlled. The results show a statistically significant mediation 
effect ( �̂�𝛽 =  −3.35,𝑝𝑝 < 0.01 ), with zero excluded from the confidence interval ( 𝐶𝐶. 𝑀𝑀. =
[−5.303,−1.440]). In the specification of survival models, when controlling for customer growth, 
the effect of prototyping loses significance ( �̂�𝛽 =  −0.019,𝑝𝑝 = 0.24 ), and customer growth 
demonstrates a reduction in waiting time (�̂�𝛽 =  −0.094,𝑝𝑝 < 0.01). Finally, paid traffic has a 
negative effect on fundraising time in both panels and a significant effect in the OLS panel, 
indicating that advertising efforts can also be a potential factor in enhancing fundraising efficiency.
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 OLS  AFT Model 
 (1) 

P → C  (2) 
P → T 

(3) 
P, C → T 

Prototype 0.333*** 
(0.099)  -0.036* 

(0.018) 
-0.017 
(0.016) 

Customer 
   -0.094*** 

(0.007) 
Startup-side control variables 
Technology -0.006 

(0.013)  0.005* 
(0.005) 

0.004 
(0.003) 

Age -0.135*** 
(0.025)  -0.068*** 

(0.005) 
-0.082*** 

(0.004) 
University -0.010 

(0.007)  0.001 
(0.002) 

0.000 
(0.002) 

Founders 0.008 
(0.038)  -0.010 

(0.007) 
-0.007 
(0.007) 

Experience 0.137 
(0.083)  -0.040** 

(0.017) 
-0.023 
(0.016) 

Patents -0.020 
(0.024)  -0.001 

(0.005) 
-0.004 
(0.005) 

Trademarks 0.039 
(0.027)  -0.003 

(0.004) 
0.001 

(0.004) 
Application field Y  Y Y 
Geography Y  Y Y 
VC-side control variables 
Syndication 

  0.003 
(0.003) 

0.002 
(0.003) 

Distance 
  0.004 

(0.006) 
-0.003 
(0.005) 

VC Type N  Y Y 
Observations 396  396 396 
AIC 1100  -220 -330 

Notes: The pivotal variables are denoted by three abbreviations: P (Prototype), C (Customer), and T (Timing). Robust standard 
errors are reported in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01. 

Table 5. Survival Analysis 
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 OLS 
 

AFT Model 
(1) 

P → T 
(2) 

P → C 
(3) 

P, C → T 
(4) 

P → T 
(5) 

P, C → T 
Prototype -4.753** 

(1.828) 
0.340*** 
(0.100) 

-1.449 
(1.555)  -0.039** 

(0.018) 
-0.019 
(0.016) 

Customer   -9.550*** 
(1.042)   -0.094*** 

(0.007) 
Customerpaid -2.954** 

(1.202) 
0.075 

(0.079) 
-2.164** 
(1.010)  -0.019 

(0.014) 
-0.015 
(0.012) 

Startup-side control variables Y Y Y  Y Y 
VC-side control variables Y N Y  Y Y 
Observations 396 396 396  396 396 
AIC 3390 1088 3263  -220 -327 

Notes: The pivotal variables are denoted by three abbreviations: P (Prototype), C (Customer), and T (Timing). Robust standard 
errors are reported in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01. 

Table 6. Robustness Check by Controlling Paid Traffic 
 
 
5. Conclusion and Discussion 
 
What is the right strategy for AI new ventures? Although startups have been one of the most 
important pillars for commercializing AI technology, the capital-constrained positions may 
impede their ability to fully realize their visions and subsequently appropriate the returns from 
their innovations. We explore the effects of prototyping on the potential customer acquisition 
process, which signals the feasibility and profitability of the investors’ business hypotheses. To 
test the proposed mechanism, we collected a unique dataset of 396 AI startups in the U.S., their 
prototyping activities, and customer track records. We introduce a new approach for identifying 
prototypes using web scraping data and employ web traffic as a proxy for monitoring potential 
customer growth. We then conduct OLS regression and survival analysis to examine how 
prototyping benefits firms. The results suggest a positive and statistically significant association 
between prototyping and customer growth, which, in turn, mediates shorter fundraising times. 
 
In addition, as a technologically intensive industry, AI startups often launch products and services 
with a strong focus on technology. Although a technology-led starting point demonstrates 
competitiveness, it inherently introduces uncertainty, especially for fledgling ventures. We 
propose a web-based indicator to measure a startup’s technical sophistication before Series A. 
Startups that develop deep technology often face high levels of uncertainty, which can lead to 
extended fundraising periods. We provide quantitative evidence of how prototyping moderates the 
impact of such uncertainty on investor deliberation time. 
 
The debate between intentional (Porter, 1980) and emergent strategy (Mintzberg, 1990) has long 
been central to the field of strategic management. However, our results, in line with Levinthal 
(2017), fall within a middle ground between a meticulously planned, goal-driven strategy and a 
more adaptive, learning-oriented approach. The findings imply that entrepreneurs can intentionally 
allocate resources to support the prototyping process, thereby aligning their vision with the 
market’s genuine needs. Nevertheless, it transcends a single top-down strategy to shape the 
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direction of development. Prototyping is not a one-time task, and does not always follow a linear 
trajectory. As AI products are fundamentally based on machine learning models, prototypes offer 
an effective way to validate the accuracy of the underlying models. Most startups retain their rights 
to the secondary use of customer data, enabling them to iteratively gather and analyze customer 
feedback (Rahnama and Pentland, 2022). This iterative learning process facilitates continuous 
product and service improvements, ultimately leading to competitive advantage. 
 
Besides, scholars of strategy and innovation have long been interested in the isolating mechanisms 
that immobilize the involuntary knowledge transfer of a focal innovation beyond firm boundaries 
(Rumelt, 1984; Teece, 1986; Liebeskind, 1996; Jonsson and Regner, 2009), with major 
mechanisms encompassing patents, secrecy, lead time, and complementary assets (James et al., 
2013). Sharapov and Macaulay (2022) advance this research stream by conceptualizing how 
design, as a specific form of knowledge manifestation, inhibits potential imitators’ behaviors. In 
this context, prototyping emerges as an innovation strategy for AI startups to selectively disclose 
valuable knowledge to the market and showcase functionality, while maintaining a level of 
confidentiality regarding the underlying algorithms. The iterative nature of prototyping further 
increases the imitation costs for the counterparty. 
 
Most innovation and economic studies on AI have been focused on its social impact (e.g., job 
replacement) and the nature of the AI technology per se (e.g., AI as a general-purpose technology 
[GPT] or the invention of a method of the invention [IMI]) (Huang and Rust, 2018; Agrawal et al., 
2019; Cockburn et al., 2019), without shedding much light on its commercialization, which is a 
critical part of the innovation generation process (Utterback, 1971; Rogers, 1995). In this study, 
we combine multiple web data sources to investigate the commercialization of AI from the lens of 
startup innovation and entrepreneurial activities. In this light, our work also informs research 
agendas regarding the use of web data to investigate firms’ innovation activities. In innovation 
studies, patent and publication data have been used for decades to measure science and 
technological advancement (Trajtenberg et al., 1995; Nagaoka et al., 2010). When analyzing the 
commercialization stage of technology, while the claims of a patent may reflect the commercial 
use of the protected inventions (Merges, 1988), it is worth noting that patent data primarily tend 
to be accessible to established entities. In this sense, this study complements existing literature by 
demonstrating the potential of web data to study the innovation activities and commercialization 
of new technology in small enterprises. 
 
This study has some limitations that may inspire future research. First, we include several control 
variables from both the startup and VC sides to reduce the bias of the estimated results. However, 
other factors, such as accelerator programs, may also influence the development of startups. 
Besides, this study relies on longitudinal data and does not capture the dynamics of startup 
activities. However, startups’ business hypotheses and capabilities may change over time. To this 
end, we encourage future studies to use panel data to capture these dynamics. 
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Appendix 
Appendix A 
 
Variables Operationalization (case-insensitive) 
Prototype platform, software, SaaS, interface, API, demo, bot 
University university, college, institute, academ* 
Technology 
sophistication 

artificial intelligen*, computational intelligen*, neural network, bayesian 
network, data mining, decision model, deep learning, genetic algorithm*, 
inductive logic programm*, machine learning, natural language generation, 
natural language processing, reinforcement learning, supervised learning, 
supervised training, swarm intelligen*, unsupervised learning, 
unsupervised training, semi supervised learning, semi supervised, training, 
connectionis*, expert system, fuzzy logic, transfer learning, learning 
algorithm, learning model, support vector machine, random forest, decision 
tree, gradient tree boosting, xgboost, adaboost, rankboost, logistic 
regression, stochastic gradient descent, multi-layer perceptron, latent 
semantic analysis, latent dirichlet allocation, multi-agent system, hidden 
markov model, clustering, computational creativity, descriptive model, 
inductive reasoning, overfitting, predictive analytics, predictive model, 
target function, backpropagation, self learning, objective function, feature 
selection, active learning, regression model, stochastic approach, stochastic 
technique, stochastic method, stochastic algorithm, probabilistic approach, 
probabilistic technique, probabilistic method, probabilistic algorithm*, 
recommendation system*, text analy*, text recognition, speech analy*, 
speech recognition, hand writing analy*, handwriting recognition, facial 
analy*, facial recognition, face analy*, face recognition, character analy*, 
character recognition 

Notes: The keywords for capturing university linkage are provided by Li et al. (2018), who utilizes web data to examine the effects 
of the Triple Helix model (university-government-industry) on enterprise growth. The keywords used for measuring a startup’s 
technological sophistication are derived from the lists of AI-related technical keywords presented in the WIPO AI Technology 
Report (Methodology Part: https://www.wipo.int/tech_trends/en/artificial_intelligence/). The variables University and Technology 
sophistication are constructed as frequency-based indicators, whereas the variable Prototype is based on the occurrence of listed 
keywords on historical websites. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

https://www.wipo.int/tech_trends/en/artificial_intelligence/
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Appendix B 
 
Crunchbase provides location information for different entities, which is represented in the format 
of “city, state, country”. The distance between an entrepreneurial firm and the lead investor is 
determined by the following formula: 
 

𝐷𝐷𝐺𝐺𝐿𝐿𝑡𝑡𝐴𝐴𝐺𝐺𝐷𝐷𝐴𝐴 = 𝑤𝑤1𝑀𝑀𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐 + 𝑤𝑤2𝑀𝑀𝑠𝑠𝑐𝑐𝑠𝑠𝑐𝑐𝑠𝑠 ∗ +𝑤𝑤3𝑀𝑀𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐  
 
where 𝑀𝑀𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐 is a city-level indicator function. 𝑀𝑀𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐 to 0 if two entities located in the same city, and 
1 otherwise. The weights for 𝑤𝑤1, 𝑤𝑤2, 𝑤𝑤3 are set to 1, 2, and 2, respectively. Two examples are 
provided in Table A.1. 
 

Entity City State Country Distance 
Startup A Austin Texas United States 3 VC G Cambridge Massachusetts United States 
Startup M Los Angeles California United States 0 VC T Los Angeles California United States 

Table A.1. Measuring the distance between startups and investors 
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