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Abstract 

The positive effects of greenness in living environments on human well-being are known. As a widely used proxy, 

the nighttime light (NTL) indicates the regional socio-economic status and development level. Higher 

development levels and economic status are related to more opportunity and higher income, ultimately leading to 

greater human well-being. However, whether simple increases in greenness and NTL always produce positive 

results remains inconclusive. Here, we demonstrate the complex relationships between human well-being and 

greenness and NTL by employing the random forest method. The accuracy of this model is 81.83%, exceeding 

most previous studies. According to the analysis results, the recommended ranges of greenness and NTL in living 

environments are 10.91% - 32.99% and 0 – 17.92 𝑛𝑛𝑛𝑛 𝑐𝑐𝑐𝑐2 ∙ 𝑠𝑠𝑠𝑠⁄ , respectively. Moreover, the current average 

monetary values of greenness and NTL are 3351.96 𝑈𝑈𝑈𝑈𝑈𝑈 %⁄  and 658.11 𝑈𝑈𝑈𝑈𝑈𝑈 (𝑛𝑛𝑛𝑛 𝑐𝑐𝑐𝑐2 ∙ 𝑠𝑠𝑠𝑠⁄ )⁄ , respectively. 

The residential areas are far away from the abundant natural resources, which makes the main population desire 

more greenness in their living environments. Furthermore, high urban development density, represented by NTL, 

has caused adverse effects on human well-being in metropolitan areas. Therefore, retaining a moderate 

development intensity is an effective way to achieve a sustainable society and improve human well-being.  
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Introduction 

Greenness is positively associated with human well-being 1-3. Greenness leads to 

more recreational and physical activities 4, air pollution reduction 5, 6, relief of stress 7-9, 

among others. However, whether simple increases in greenness would always give rise to 

improving human well-being remains inconclusive. In only terms of the effects of 

greenness, seemingly, human well-being would be greater with more greenness. Yet, the 

places with too much greenness do not have adequate land use for infrastructure 

construction and developing economics, which would hurt human well-being in a way. 

Previous studies show that people in Japan desire more urban land, especially in 

metropolitan areas, due to crowded living environments 1. Some cities express the need for 

both urban land and natural land use. The contradiction between green space and 

construction might be solved through moderate-intensity development and population 

density reduction. Moderate-intensity development could leave a sufficient amount of 

natural land use, making people live in cities naturally 10. Population density reduction 

guarantees that most people could have enough opportunities to access necessary 

infrastructure.  

Additionally, high development intensity is related to busy human activities, which 

causes a series of environmental issues, such as light pollution 11, 12, traffic noise 13, 14, 

among others. These environmental issues lead to several detrimental effects on public 

health 12, 14. The highly developed regions have more human activities and, in turn, have 

more illumination. Thus, nighttime light (NTL) has long been widely used as a proxy for 

socio-economic development with geographical information in environmental studies 15, 16. 
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The brighter NTL is not only observed by the satellites but also sensed by sleeping or trying 

to sleep people. In fact, lighting levels in the highly developed regions are much higher 

than the needs for their tasks, and these residual lights ultimately affect wildlife and human 

health 12. Without enough luminosity, the regions might be unsafe and poorly developed, 

which slashes human well-being 17. Yet, the surplus of luminosity would induce health 

issues 12. Therefore, similar to greenness in the living environments, the NTL also needs to 

be within a moderate range, not too dark and not too bright. However, the rational ranges 

of greenness and NTL remain elusive. 

Previous studies mainly assume the relationships between human well-being and 

greenness and NTL are linear, even though considering geographical locations or the time-

fixed effects within individuals 1, 2, 18. Linear assumptions have a fatal shortcoming that the 

effects do not vary with the current status. Due to scarcity value, the effects of increases in 

greenness and NTL might be larger when the current value is low. When the greenness or 

NTL value is too high, their effects on human well-being might be lower or even become 

negative. In addition, based on linear assumptions, the accuracy of models is relatively low, 

generally no greater than 30%, e.g., 19-21. Hence, for highly accurate analyses, we should 

not directly assume the relationship between human well-being and features of interest 

before the analyses. The machine learning methods always build models of data without 

too many pre-assumptions. The random forest, one of the machine learning methods, does 

not need to assume the relationship, owing to its non-parametric algorithm 22. To grasp the 

relationships between human well-being and greenness and NTL, we employ over 300,000 

observations and apply the random forest method to acquire the high-fit model. The 

random forest is based on boosting technology. Simply speaking, the final results are 
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predicted by a bundle of weak learners, decision trees. In random forests, every decision 

tree is also non-parametric, making it difficult to explain. To sum up, random forests are 

typically model-agnostic, so we must use tools to make their results understandable. 

Accumulated local effects (ALE) describe the average effects of features of interest on the 

prediction of a machine learning model 23. In the light of the relationships illustrated by the 

ALEs, our research provides the recommended ranges of greenness and NTL value in the 

living environments to improve human well-being and achieve sustainable cities.     

 

Materials and Methods 

Materials 

Survey  

From 2015 to 2017, our team conducts three waves of nationwide surveys in Japan. 

The survey covers almost 300,000 and obtains over 450,000 validated questionnaires. To 

avoid interviewer bias and complete each wave within one month, we perform the surveys 

via the Internet. Since our survey includes several sensitive questions, such as education 

background, personal income, employment, among others, the Internet-based approach 

could reduce the probability of fake answers to some degree 24, 25. The respondents are 

randomly sampled according to the population distribution. We obtain permission from the 

Japanese government to survey around November each year. According to the related laws 

and regulations, we must complete the survey during the appointed period, which is always 

four weeks around November. The laws and privacy protection rules make directly 

acquiring the detailed respondents’ addresses difficult and illegal. However, asking the 
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respondents’ residential postal code is permitted, so we require the postal code in the survey. 

We use geometric centers of postal zones from Google Geocoding API as the approximate 

addresses of the respondents in the analysis. The respondents are from 54,144 postal zones. 

This survey covers many healthy, demographic and socio-economic characteristics, such 

as mental health status, self-reported health, age, gender, job, education background, 

income, among many others. After removing the observation with missing data, 372,685 

records are kept. Although the random forest method could fill in missing data 22, the time 

cost of computation is huge and unacceptable. Thus, we drop these missing data.  

 

Human Well-Being 

We take an overall LS evaluation as the indicator of human well-being. LS is one 

of the typical indexes of subjective well-being (SWB) 26. SWB can demonstrate human 

well-being with objective justification 26, 27. Furthermore, previous studies also use other 

indicators, including mental health, self-reported health, morbidity, among others, to 

represent human well-being 26, 28. However, compared with those indicators, SWB is 

straightforward. Generally, LS, happiness, and Cantril’s Ladder could be regarded as SWB 

indicators individually, but LS is the most widely used 26. We apply a single question for 

evaluating individual LS: “overall, how satisfied are you with your life?”. Then, the 

respondents should select an answer from “very satisfied (5)” to “very unsatisfied (1)”. 

Here, it must be underscored that the LS score is qualitative and ordinal rather than 

quantitative. Yet, this analysis is not a classification task because the output scores are not 

independent nor categorical. Figure 1.a illustrates the statistical distribution of the LS 

evaluation score. Over 180,000 respondents deem that they are satisfied with their lives, 
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i.e., the LS score is 4, which significantly exceeds other selections. If we perform the 

classification random forest on this data set, the classification accuracy for the people with 

lower or higher scores, mainly 1 and 5, would be extremely low, even with under-sampling 

or over-sampling technologies. In this case, regression random forest is a relatively better 

strategy, and we, therefore, assume the LS is continuous.  

 

Normalized Difference Vegetation Index (NDVI) and Nighttime Light (NTL) 

To examine the impact of greenness on human well-being, we use the 16-day level 

3 NDVI data with 500-m spatial resolution produced by the U.S. National Aeronautics 

and Space Administration (NASA), which is widely used in previous environmental 

research 29-31. The NDVI is a graphical index to describe whether the observed pixel 

contains live green vegetation and ranges from -1 (no live green vegetation, -100%) to 1 

(rife with live green vegetation, 100%) 32. The NDVI data from NASA’s products, 

MOD13A1 (https://lpdaac.usgs.gov/products/mod13a1v006/) and MYD13A1 

(https://lpdaac.usgs.gov/products/myd13a1v006/), are based on MODIS Terra and Aqua 

Satellites, respectively. The period of interest is from October to December each year 

because the survey is conducted around November. The MOD13A1 and MYD13A1’s 

temporal resolution is 16-day. So, NASA provides the data on the 289th, 305th, 321st, 337th, 

and 353rd in each year. We annually average the 16-day data from Terra and Aqua into one 

raster. Then, we take the geometric centers of postal zones as the center to build buffers 

with a 5-km radius. The mean NDVI values of each buffer are extracted, which are 

considered as the natural level of each postal zone. Figure 1.b demonstrates the statistical 

distribution of the mean NDVI. 

https://lpdaac.usgs.gov/products/mod13a1v006/
https://lpdaac.usgs.gov/products/myd13a1v006/
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Human activities, local economic status, and the goodness of infrastructures are 

associated with human well-being 15, 33. The NTL remote sensing data are widely applied 

to investigate human activities and economic status 33-35 because artificial electric light is 

equipped in most buildings and infrastructures. The NTL data are extracted from other 

NASA products, Suomi National Polar-orbiting Partnership Visible Infrared Imaging 

Radiometer Suite (NPPVIIRS) nighttime light data. The earth observation group provides 

monthly NTL data with a 1-km resolution. We calculate the average rasters of October’s, 

November’s and December’s data in each year and then extract the mean NTL values via 

the buffers with 5-km radius. The unit of NTL is nanowatt per square centimeter steradian 

(𝑛𝑛𝑛𝑛 𝑐𝑐𝑐𝑐2 ∙ 𝑠𝑠𝑠𝑠⁄ ). The mean NTL data are too scattered, so we use the following equation to 

reduce the range: 

𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍 = ln (𝒍𝒍𝒍𝒍𝒍𝒍 + 1)  (1) 

where 𝒍𝒍𝒍𝒍𝒍𝒍 is the vector of the mean NTL data of each respondent. Figure 1.c shows the 

statistical distribution of the logarithm of NTL. 

 

Demographic and Socio-economic Characteristics 

Several demographic and socio-economic characteristics are controlled, as in 

previous studies 1, 3, 21, 25. Our study is to probe the relationship between human well-being 

and living environments, so the attitudes toward living environments, including the safe 

feeling of living environments, the sense of goodness for living, and community attachment, 

are analyzed. The frequency of high-level and low-level stress and self-reported health 

represent health status. Gender, age, annual income, education background (one-hot 

vector), and employment status (one-hot vector) are also employed in the analysis. It must 
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be noted that individual annual income in the survey is an income range rather than an 

accurate overall income. In total, 24 features are considered in the model (Descriptive 

statistics of the features shown in Appendix Table A1). 

 

Methods 

The Regression Decision Tree 

A decision tree is the basic element of the random forest method. The decision tree 

predicts the output variable based on a series of judgments 22, 36. Therefore, the decision 

tree is an entirely non-parametric approach. When the output variable of the decision tree 

is categorical, the decision tree is to perform a classification task and called a classification 

tree. If the output variable is continuous, the decision tree is, in turn, named a regression 

tree. To analyze ordinal output variables, the previous studies mainly assume that they are 

continuous and use a regression decision tree 37. Figure 2 illustrates a simple example of a 

regression decision tree with two layers. The algorithm should pass two internodes and do 

two judgments to complete the prediction in the example tree. In the example, two features, 

self-reported health and NDVI, are used to predict individual LS. Self-reported health in 

this study is ordinal, and NDVI is continuous. In the training process, the rules of each 

judgment and feature range splits are the primary things that the machine needs to “learn”. 

A large amount of data is employed to train the decision tree to minimize the residual sum 

of squares (RSS). The judgment rules and feature range splits that generate the smallest 

RSS are the decided rules of the final model. We apply a greedy approach based on the 

minimization of the RSS to train regression decision trees 38: 
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𝑅𝑅𝑅𝑅𝑅𝑅 =  � �(𝑦𝑦𝑖𝑖  −  𝑦𝑦�𝐶𝐶𝑙𝑙)
2

𝑖𝑖∈𝐶𝐶𝑙𝑙𝑙𝑙∈𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙

 (3) 

where 𝑙𝑙 is a leaf, 𝐶𝐶𝑙𝑙 is the cases in leaf 𝑙𝑙, 𝑦𝑦𝑖𝑖 is the observed value and 𝑦𝑦�𝐶𝐶𝑙𝑙 is the average 

observed value in leaf 𝑙𝑙. In this approach, one feature might be split into several ranges 

rather than only two. For example, the first internode might judge whether the NDVI 

exceeds 30%, and the second internode might focus on whether the NDVI is more than 

50%. The increase in the number of internode of trees would reduce the RSS, but it also 

leads to over-fitting. Two rules are designed to avoid over-fitting. We set the RSS threshold 

and the threshold number of remaining cases in the end leaf 38. If the RSS or the number 

of remaining cases in the end leaf is smaller than the thresholds, the further split stops.    

 

Random Forest 

A single regression decision tree is not enough to predict the output variable 

accurately. In most regression tasks, decision trees are usually deemed as weak learners 

due to their relatively lower goodness of fit and flexibility. However, they are good at 

grasping the non-linear relationship compared with the other regression methods. In order 

to improve the accuracy and keep the advantage of the decision tree, the random forest 

method is created 22. Random forest ensembles hundreds of decision trees, lets them 

individually predict the result, and average all the predicted results. This is typically 

boosting technology, which aims to use a set of weak learners to create a strong learner 39. 

Bootstrapping and bagging are the key technologies to improve the accuracy and reliability 

of the random forest 36. Bootstrapping is the sampling technology, which is random 

sampling with replacement. This technology allows the features with almost any statistical 
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distribution to be used in the analysis. To process bootstrapping, the number of trees (𝑁𝑁𝑡𝑡𝑡𝑡𝑙𝑙𝑙𝑙) 

in the random forest should be set. The 𝑁𝑁𝑡𝑡𝑡𝑡𝑙𝑙𝑙𝑙 sub-samples with replacement are extracted 

from the total sample. The sizes of each sub-sample are 2/3 of the total sample size. Every 

decision tree is trained by the bootstrapped sub-sample. It should be emphasized that only 

a fixed number of random features (𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡) are used in a single decision tree, rather than all. 

For regression tasks, 𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡 is one third of the total number of features in the original data 

set 22. After training, the random forest can predict the output variable by aggregating the 

predicted results from each tree. The process that uses the bootstrapped data set and 

aggregates the predicted results from each tree is terminologically named “bagging”. 

Because each tree only uses 2/3 data in the bagging, the remained data are called out-of-

bagging (OOB) data. The OOB data are applied to test the accuracy of models. OOB data 

are employed to calculate the OOB error, which is the residuals of OOB data caused by the 

trained random forest. This process is similar to cross-validation but has been assembled 

in the random forest method.  

Two parameters in the random forest, 𝑁𝑁𝑡𝑡𝑡𝑡𝑙𝑙𝑙𝑙 and 𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡, must be pre-defined. The 

OOB error of the random forest will reduce in the beginning with the number of trees 

increasing. However, once the tree number exceeds a certain value, the benefit from the 

increase in the tree number is marginal. According to our experience, the random forest 

with 1,000 trees could minimize the OOB error to a stable level, so the 𝑁𝑁𝑡𝑡𝑡𝑡𝑙𝑙𝑙𝑙 is set to 1,000. 

Additionally, previous studies and the method designer recommend the feature number 

employed in each tree should be 1/3 of all features in the original data set 22, 36, 38. Because 

we have 24 features in the total sample, so 𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡 is set to 8. 
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Compared with typical linear regression methods widely applied in previous studies, 

such as ordinary least square (OLS) and ordered logit regression (OLR), the random forest 

has an obvious advantage that this method does not need to assume the linear relationships 

between the output variable and features. In fact, the relationships in the real world are 

normally more complex than linear. For example, the relationship between NDVI and 

human well-being might not be linear. Without any greenness in the living environments, 

humans might feel unhappy. In this case, the association is positive. However, if the 

residential area fills with only greenness, that would be deemed as an entirely undeveloped 

area. Living in an undeveloped area, humans might also feel uncomfortable. Now, the 

relationship becomes negative. If we assume a linear relationship, the conclusions might 

be misleading. Furthermore, the regression methods based on the matrix approach to 

estimate the coefficients, such as OLS and OLR, must avoid multicollinearity in the 

analyses. In real-world situations, there are many variables representing completely 

different data but highly correlated. In the OLS or OLR, we need to drop some variables 

to guarantee no correlation between independent variables exists. In the random forest, this 

variable selection process is unnecessary because this model does not require the features 

to be independent and identically distributed.  

 

Feature Importance 

Theoretically, similar to other machine learning methods, we can put as many 

features into the random forest model as possible to fit if we do not consider time 

complexity and computer memory limitation. However, unfortunately, we must take time 

and computer calculation ability into account. Therefore, only essential features could be 
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kept in the analysis. The random forest model estimates the feature importance by 

computing the increase in root mean squared error (IncRMSE) between before and after 

permutating a certain feature 22. A high IncRMSE means that the removed feature is vital 

to predicting the output variables because the sum of residuals increases significantly with 

this feature. In our research, we require the IncRMSE of each feature is larger than 10% of 

the mean of output variable values. Accordingly, 24 features are employed in the analysis. 

It must be emphasized that the calculation with 24 features should take over 20 hours 

because we execute the paralleling calculation with 100 cores running together on a high-

performance computer. If performing the calculation with one core, the time might be 

several weeks. Thus, even with a high-performance computer, feature permutation based 

on feature importance is needed.   

 

Partial Dependency Profile 

The high accuracy of the random forest model comes with the price that the results 

are complex and challenging to understand and explain 40, 41. PDPs offer a simple solution 

to global explanations, which demonstrate the relationship between the output variable and 

features of interest. PDPs are estimated as follows: 

𝑓𝑓𝐹𝐹𝐹𝐹𝐹𝐹,𝑃𝑃𝑃𝑃𝑃𝑃(𝐹𝐹𝐹𝐹𝐹𝐹𝑙𝑙) =  
1
𝑛𝑛
�𝑓𝑓(𝐹𝐹𝐹𝐹𝐹𝐹𝑙𝑙,𝑶𝑶𝑶𝑶𝑖𝑖)
𝑛𝑛

𝑖𝑖=1

 
(2) 

where𝑓𝑓𝐹𝐹𝐹𝐹𝐹𝐹,𝑃𝑃𝑃𝑃𝑃𝑃(𝐹𝐹𝐹𝐹𝐹𝐹𝑙𝑙) is the average predicted outcome given a value 𝐹𝐹𝐹𝐹𝐹𝐹𝑙𝑙  of a specific 

feature of interest 𝐹𝐹𝐹𝐹𝐹𝐹 when all other features (𝑶𝑶𝑶𝑶𝑖𝑖) are the values from the original data 

set, 𝐹𝐹𝐹𝐹𝐹𝐹𝑙𝑙 is a given possible value of the feature of interest 𝐹𝐹𝐹𝐹𝐹𝐹, 𝑶𝑶𝑶𝑶𝑖𝑖 is a vector of feature 
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values except 𝐹𝐹𝐹𝐹𝐹𝐹 of the respondent 𝑖𝑖, 𝑓𝑓 is the trained random forest model, and 𝑛𝑛 is the 

data set size, 372,865. All 𝐹𝐹𝐹𝐹𝐹𝐹𝑙𝑙 belong to an arithmetic progression (𝐴𝐴𝐴𝐴𝐴𝐴): 

𝐹𝐹𝐹𝐹𝐹𝐹𝑙𝑙  ∈ 𝐴𝐴𝐴𝐴𝐴𝐴 (𝑙𝑙 ∈ [1,𝑐𝑐]) (3) 

where 𝑐𝑐 is the user-defined resolution of 𝐹𝐹𝐹𝐹𝐹𝐹. 𝐹𝐹𝐹𝐹𝐹𝐹1 is the minimum of 𝐹𝐹𝐹𝐹𝐹𝐹’s observed 

values, and 𝐹𝐹𝐹𝐹𝐹𝐹𝑚𝑚 is the maximum of 𝐹𝐹𝐹𝐹𝐹𝐹’s observed values. The common difference of 

AAP is (𝐹𝐹𝐹𝐹𝐹𝐹𝑚𝑚 − 𝐹𝐹𝐹𝐹𝐹𝐹1)/(𝑐𝑐− 1). Simply speaking, PDPs set the 𝐹𝐹𝐹𝐹𝐹𝐹 value of the original 

data set to 𝐹𝐹𝐹𝐹𝐹𝐹𝑙𝑙, then use the new data set and trained model to predict the output variable. 

However, the prediction output is still a sequence that might not perfectly fit a continuous 

function. Therefore, further processes are needed. Additionally, PDPs are global 

predictions because all observations are employed. In this way, the PDPs work only when 

no feature correlations exist. It must be underscored that even though the random forest 

model does not care about the correlation between the features, the explanation method 

requires no correlation. If the features of interest correlate with other features, their PDPs 

cannot be trusted. Equation (2) assumes that 𝑶𝑶𝑶𝑶𝑖𝑖  is fixed. If significantly high-level 

correlations exist, 𝐴𝐴𝐴𝐴𝐴𝐴  is unreasonable. Our study is a case in point. The NDVI and 

logarithm of NTL are significantly and highly correlated because their Pearson’s 

correlation coefficient is -0.811 (p-value < 0.1%). PDPs are not the ideal tool to explain 

our results.  

 

Accumulated Local Effects 

ALEs estimate the effects, similar to PDPs, but using a local data set 42, 43. When 

ALEs estimate the effect of 𝐹𝐹𝐹𝐹𝐹𝐹𝑗𝑗 , only the data’s 𝐹𝐹𝐹𝐹𝐹𝐹 values close to the defined 𝐹𝐹𝐹𝐹𝐹𝐹𝑗𝑗 

rather than all data set are included in the process 23. The selected data are the local data 
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sets. The local data sets are with lower probability of having irrational other feature values. 

Therefore, ALEs are more trustable than PDPs in this situation. To compute ALEs of a 

specific feature of interest (𝐹𝐹𝐹𝐹𝐹𝐹), we first divide the range of 𝐹𝐹𝐹𝐹𝐹𝐹 into 𝐾𝐾 intervals. We use 

K-nearest neighbour method to obtain the 𝐾𝐾  intervals. The 𝐹𝐹𝐹𝐹𝐹𝐹𝑗𝑗  belongs to the set 

𝑁𝑁(𝐹𝐹𝐹𝐹𝐹𝐹𝑗𝑗), which is (𝐹𝐹𝐹𝐹𝐹𝐹𝑘𝑘−1,𝐹𝐹𝐹𝐹𝐹𝐹𝑘𝑘]. Here, 𝑘𝑘 belongs to {1,2, … ,𝐾𝐾}. In practice, the 𝐾𝐾 value 

is always defined first. Then, based on k-nearest neighbour method, the intervals are 

divided 23. Based on the division, ALE is calculated as the following two steps. The first 

step is to estimate the uncentered effect of a feature of interest: 

𝑔𝑔�𝐹𝐹𝐹𝐹𝐹𝐹,𝐴𝐴𝐴𝐴𝐴𝐴(𝐹𝐹𝐹𝐹𝐹𝐹𝑗𝑗) =  �
1

𝑛𝑛(𝑘𝑘)

𝑘𝑘(𝐹𝐹𝐹𝐹𝐹𝐹𝑗𝑗)

𝑘𝑘=1

� [𝑓𝑓(𝐹𝐹𝐹𝐹𝐹𝐹𝑘𝑘 ,𝑶𝑶𝑶𝑶𝑖𝑖) −  𝑓𝑓(𝐹𝐹𝐹𝐹𝐹𝐹𝑘𝑘−1,𝑶𝑶𝑶𝑶𝑖𝑖)]
[𝑖𝑖:𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖∈𝑁𝑁(𝐹𝐹𝐹𝐹𝐹𝐹𝑗𝑗)]

 
(4) 

where 𝑔𝑔�𝐹𝐹𝐹𝐹𝐹𝐹,𝐴𝐴𝐴𝐴𝐴𝐴�𝐹𝐹𝐹𝐹𝐹𝐹𝑗𝑗� is the uncentered effect of the specific feature value 𝐹𝐹𝐹𝐹𝐹𝐹𝑗𝑗, 𝑘𝑘(𝐹𝐹𝐹𝐹𝐹𝐹𝑗𝑗) 

is the order of the interval that 𝐹𝐹𝐹𝐹𝐹𝐹𝑗𝑗  belongs to, 𝑛𝑛(𝑘𝑘) is the observation number of the 

interval 𝑘𝑘, 𝑶𝑶𝑶𝑶𝑖𝑖 is a vector of feature values except 𝐹𝐹𝐹𝐹𝐹𝐹 of the respondent 𝑖𝑖 in the local data 

set, and 𝑓𝑓 is the trained random forest model.  

According to Equation (4), the terminology, ALE, can be clearly clarified 23, 43. In 

the first part of the right side of Equation (4), ∑  𝑘𝑘(𝐹𝐹𝐹𝐹𝐹𝐹𝑗𝑗)
𝑘𝑘=1  explains the word “Accumulated”. 

For example, if 𝐹𝐹𝐹𝐹𝐹𝐹𝑗𝑗 belongs to the 3rd interval, 𝑓𝑓𝐹𝐹𝐹𝐹𝐹𝐹,𝐴𝐴𝐴𝐴𝐴𝐴(𝐹𝐹𝐹𝐹𝐹𝐹𝑗𝑗) equals the accumulative 

values of average uncentered local effects from the first three intervals. The condition of 

data selection, [𝑖𝑖:𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖 ∈ 𝑁𝑁(𝐹𝐹𝐹𝐹𝐹𝐹𝑗𝑗)], limit the local data set, which explains “Local”. Only 

the observed values similar to defined value 𝐹𝐹𝐹𝐹𝐹𝐹𝑗𝑗 could be put into calculation. The last 

part, [𝑓𝑓(𝐹𝐹𝐹𝐹𝐹𝐹𝑘𝑘,𝑶𝑶𝑶𝑶𝑖𝑖) −  𝑓𝑓(𝐹𝐹𝐹𝐹𝐹𝐹𝑘𝑘−1,𝑶𝑶𝑶𝑶𝑖𝑖)], computes the effects of the 𝐹𝐹𝐹𝐹𝐹𝐹 value change on 

the output variable, which explains “Effects”.  
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To make ALEs of each interval comparable, we centralize the 𝑔𝑔�𝐹𝐹𝐹𝐹𝐹𝐹,𝐴𝐴𝐴𝐴𝐴𝐴�𝐹𝐹𝐹𝐹𝐹𝐹𝑗𝑗�, as 

follows: 

𝑓𝑓𝐹𝐹𝐹𝐹𝐹𝐹,𝐴𝐴𝐴𝐴𝐴𝐴�𝐹𝐹𝐹𝐹𝐹𝐹𝑗𝑗� =  𝑔𝑔�𝐹𝐹𝐹𝐹𝐹𝐹,𝐴𝐴𝐴𝐴𝐴𝐴�𝐹𝐹𝐹𝐹𝐹𝐹𝑗𝑗� −  1
𝑛𝑛
∑ 𝑛𝑛(𝑘𝑘)𝐾𝐾
𝑘𝑘=1 𝑔𝑔�𝐹𝐹𝐹𝐹𝐹𝐹,𝐴𝐴𝐴𝐴𝐴𝐴(𝐹𝐹𝐹𝐹𝐹𝐹𝑘𝑘)   (5) 

where  𝑓𝑓𝐹𝐹𝐹𝐹𝐹𝐹,𝐴𝐴𝐴𝐴𝐴𝐴�𝐹𝐹𝐹𝐹𝐹𝐹𝑗𝑗� is the estimated ALE value of 𝐹𝐹𝐹𝐹𝐹𝐹𝑗𝑗 . However, in most complex 

analyses, the function between the feature of interest and its ALE is not continuous. In 

other words, the function cannot be derived everywhere. Thus, the explanation ability of 

ALE is still limited in this way. 

 

Pseudo Accumulated Local Effects Function   

The function between the feature of interest and its ALE is not continuous, and the 

feature of interest in the calculation is a sequence. We must use a surrogate function, 

pseudo accumulated local effects function (PALEF), to demonstrate the complex 

mathematical relationship between the feature of interest and its ALE. Assuming that the 

relationships are high-order splines is an effective way. The results from Equation (5) are 

used to fit the PALEF. To keep the results understandable, we require either the R2 of 

PALEF to be higher than 99% or the order of PALEF to be not greater than 20. The PALEF 

is estimated as follows: 

𝐴𝐴𝐴𝐴𝐴𝐴𝐹𝐹𝐹𝐹𝐹𝐹(𝑘𝑘) = 𝛽𝛽0 + 𝛽𝛽1𝐹𝐹𝐹𝐹𝐹𝐹𝑘𝑘 + 𝛽𝛽2𝐹𝐹𝐹𝐹𝐹𝐹𝑘𝑘2 + ⋯  + 𝛽𝛽𝑚𝑚𝐹𝐹𝐹𝐹𝐹𝐹𝑘𝑘𝑚𝑚  (6) 

where 𝐴𝐴𝐴𝐴𝐴𝐴𝐹𝐹𝐹𝐹𝐹𝐹(𝑘𝑘) is the estimated ALE of the 𝑘𝑘th interval of the feature 𝐹𝐹𝐹𝐹𝐹𝐹,  𝐹𝐹𝐹𝐹𝐹𝐹𝑘𝑘 is the 

pre-defined division boundary value.  The 𝑐𝑐 value would keep increasing from 1 until the 

R2 of PALEF exceeds 99%, or the 𝑐𝑐 value equals 20. If the order is too high, the PALEF 

might become shaky, making the model difficult to explain. 
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Monetary Values of Features 

To make the ALE of the feature value changes on human well-being understandable, 

we estimate their monetary values. The basic pathway of our method is that the ALEs of 

the features of interest should be offset by the ALE of income change, assuming that 

nothing else changes: 

𝐴𝐴𝐴𝐴𝐴𝐴𝐹𝐹𝐹𝐹𝐹𝐹(𝑎𝑎) −  𝐴𝐴𝐴𝐴𝐴𝐴𝐹𝐹𝐹𝐹𝐹𝐹(𝑏𝑏) =  𝐴𝐴𝐴𝐴𝐴𝐴𝐹𝐹𝑛𝑛𝐼𝐼𝐼𝐼𝑚𝑚𝑙𝑙(𝑐𝑐) −  𝐴𝐴𝐴𝐴𝐴𝐴𝐹𝐹𝑛𝑛𝐼𝐼𝐼𝐼𝑚𝑚𝑙𝑙(𝑑𝑑)  (7) 

where 𝐴𝐴𝐴𝐴𝐴𝐴𝐹𝐹𝐹𝐹𝐹𝐹 is the PALEF of a certain the feature of interest, 𝐴𝐴𝐴𝐴𝐴𝐴𝐹𝐹𝑛𝑛𝐼𝐼𝐼𝐼𝑚𝑚𝑙𝑙 is the PALEX 

of income, 𝑎𝑎 and 𝑏𝑏 are the feature of interest values after and before the change, and 𝑐𝑐 and 

𝑑𝑑 are the income values after and before the change. If we limit the feature of interest value 

change and income change to zero, Equation (7) would be rewritten as follows: 

𝜃𝜃(𝑎𝑎, 𝑐𝑐) =  𝐴𝐴𝐴𝐴𝐴𝐴′𝐹𝐹𝐹𝐹𝐹𝐹(𝑙𝑙)
𝐴𝐴𝐴𝐴𝐴𝐴′𝐹𝐹𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝐼𝐼)  

(8) 

where 𝐴𝐴𝐴𝐴𝐴𝐴′𝐹𝐹𝐹𝐹𝐹𝐹(𝑎𝑎) is the derivative of 𝐴𝐴𝐴𝐴𝐴𝐴′𝐹𝐹𝐹𝐹𝐹𝐹  at 𝑎𝑎, 𝐴𝐴𝐴𝐴𝐴𝐴′𝐹𝐹𝑛𝑛𝐼𝐼𝐼𝐼𝑚𝑚𝑙𝑙(𝑐𝑐) is the derivative of 

𝐴𝐴𝐴𝐴𝐴𝐴′𝐹𝐹𝑛𝑛𝐼𝐼𝐼𝐼𝑚𝑚𝑙𝑙  at 𝑐𝑐 , and 𝜃𝜃(𝑎𝑎, 𝑐𝑐) is the monetary value function of the feature of interest. 

Apparently, the monetary value of a specific feature of interest in this study is non-

stationary and affected by the current situation.  

 

Results 

Our random forest builds 1,000 decision trees, and each tree employs eight 

randomly selected features. The accuracy of the random forest is 81.83%, whereas the 

regression model, OLS, is only 26.83%. Other indicators, including mean square error 

(RMSE), mean square error (MSE), and mean absolute error (MEA), also indicate that the 



17 
 

random forest is better than OLS. The random forest’s RMSE, MSE, and MEA are 0.399, 

0.159, and 0.248, respectively, while OLS’s RMSE, MSE, and MEA are 0.801, 0.641, and 

0.631, respectively. In terms of accuracy, the random forest is significantly better than the 

linear regression.  

Figure 3 illustrates the IncRMSE after permutating a certain feature. The frequency 

of high-level stress affects the LS the most. The IncRMSE of this feature is 0.745. Simply 

speaking, if we do not include the feature, the frequency of high-level stress, in the analysis, 

the RMSE will increase 0.745. The IncRMSEs of the logarithm of NTL and NDVI are 

0.623 and 0.615, respectively.  If the logarithm of NTL or NDVI is not put into the model, 

the RMSE of our model will increase 156.21% or 154.00%. In fact, the IncRMSEs of the 

logarithm of NTL and NDVI are similar to age’s IncRMSE that is 0.632. Therefore, to 

analyze human well-being, the living environment features, including NTL and NDVI, 

must be taken into account.  

Figure 4 displays the PDPs of NDVI, the logarithm of NTL, and income. Since the 

features, NDVI and logarithm of NTL, are highly related, Figure 4.a and b cannot be 

trusted. However, the feature, income, is not highly correlated with other features. Thus, 

we could check the validity of ALEs by comparing the ALE and PDP of income. Figure 5 

shows the ALEs of the three variables of interest. Figures 4.a and 5.a show that the ALE 

and PDP of NDVI are significantly different. According to Figure 5.a, people whose 

environments have 10.91% - 32.99% greenness (NDVI ∈  [10.91%, 32.99%]) are more 

likely to have higher LS. The effects of an increase in NDVI on human well-being are 

apparently positive before the NDVI value reaches 16.97%. After the greenness in the 

living environments exceeds 16.97%, the effects of the increase in NDVI on human well-
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being are mainly negative. People desire greenness, but too much greenness lefts less space 

for other necessary infrastructure construction. Without convenient living environments, 

human well-being would not be high. In this way, the explicit relationship between NDVI 

and human well-being is non-linear, though, in nature, people might be willing to stay with 

more greenness. Figure 5.b demonstrates the ALE of the logarithm of NTL. People’s LS 

is higher than the average level when their environments have 0 – 17.92 𝑛𝑛𝑛𝑛 𝑐𝑐𝑐𝑐2 ∙ 𝑠𝑠𝑠𝑠⁄  

NTL (the logarithm of NTL ∈ [0, 2.94]). When the logarithm of NTL is less than 1.03, the 

effects of an increase in NTL on human well-being are positive. However, when it further 

increases, the effects become negative. Here, we emphasize that the used NTL is the 

average value of the 5-km buffer. The higher average NTL means the buffer is relatively 

busier and has more human activities even at night. Noise and light pollution caused by 

human activities might adversely affect human well-being. Hence, the level of 

development should be controlled within a reasonable range.  According to the comparison 

between ALE and PDP of the income, the estimations of the effect based on local and 

global data sets are similar. Because income is not highly correlated with other features in 

the analysis, the ALE and PDP of the income can replace each other conditionally to some 

degree. As shown in Figure 5.c, in the analyzed range, the impact of an increase in income 

on human well-being is always positive. Once the individual income exceeds 4.5 million 

Japanese Yen (JPY) per year, people tend to be more satisfied with their lives than average 

level.  

Figure 6 illustrates the PALEF of NDVI, the logarithm of NTL, and income. We 

use a 20-order spline to fit the relationship between NDVI and its ALE. The accuracy of 

the NDVI PALEF is 98.15%. The PALEF of the logarithm of NTL is a 2-order spline, and 
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its accuracy is 99.27%. Furthermore, the 6-order is employed to fit the relationship between 

income and its ALE. Its accuracy is 99.53%. The average monetary value of a 1%-NDVI 

increase in living environments is 0.382 (0.379 – 0.387) million JPY, and the average 

monetary value of a 1-𝑛𝑛𝑛𝑛 𝑐𝑐𝑐𝑐2 ∙ 𝑠𝑠𝑠𝑠⁄  increase in NTL is 0.075 (0.072 – 0.077)  million JPY. 

Based on these average monetary values of NDVI and NTL, greenness and NTL are 

currently desired in Japan. Figure 7 demonstrates the gridded average monetary value of 

NDVI. The grid size is 0.25° × 0.25°, roughly 30km × 30km. It must be noted that the 

grids where the observation number is no greater than 30 have been ignored on the map. 

According to Figure 7, people in most areas of Japan are desired more greenness. This 

situation is marked in the metropolitan areas, such as Tokyo (number 13), Osaka (number 

27), and Nagoya in Aichi (number 23). Intriguingly, the gridded average values in 

Hokkaido (number 1), Aomori (number 2), Akita (number 5) and Yamagata (number 6) 

are also higher than the average level. In fact, these areas are the main agricultural zones 

in Japan. Due to their high latitude, the cropland becomes bare in the winter. This causes 

the scarcity of greenness in these places during the survey periods. Figure 8 displays the 

gridded average monetary values of NTL. In metropolitan areas, including the Great Tokyo 

region (surrounding number 13), Osaka (number 27), Nagoya in Aichi (number 23), and 

Sapporo in Hokkaido (number 1), the negative values appear in pieces, which indicates 

that the NTL there has burdened human well-being. Except the highly developed areas, the 

negative values also arise sporadically. These scattered negative values are located in the 

center cities of the rural areas. The respondents cluster in these cities with similar 

environments, so their attitudes toward the NTL are almost identical. 
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Discussion 

Our main findings are that the relationships between human well-being and 

greenness as well as NTL are non-linear and non-monotonous. Increases in greenness and 

NTL in the living environments would improve human well-being only when the current 

values of NDVI and NTL are low. Once the greenness exceeds about 17% and the NTL is 

over around 18 𝑛𝑛𝑛𝑛 𝑐𝑐𝑐𝑐2 ∙ 𝑠𝑠𝑠𝑠⁄ , the increases in greenness and NTL would adversely affect 

human well-being. Accordingly, the development level and greenness in the living 

environments need to be moderate. Furthermore, this is the first study that fits ALE to 

PALEF, which could help researchers further and deeply explain the random forest model. 

Based on the PALEFs of NDVI, the logarithm of NTL, and income, the monetary values 

of an increase in NDVI and NTL are estimated which are 0.382 (0.379 – 0.387) million 

JPY for a 1% increase in average NDVI and 0.075 (0.072 – 0.077)  million JPY for a 1-

𝑛𝑛𝑛𝑛 𝑐𝑐𝑐𝑐2 ∙ 𝑠𝑠𝑠𝑠⁄  increase in NTL in the living environments. In view of the 3-year average 

exchange rate between JPY and US dollar (113.96 𝐽𝐽𝐴𝐴𝐽𝐽 𝑈𝑈𝑅𝑅𝑈𝑈⁄ ),  the monetary values of 

NDVI and NTL could be rewritten as 3351.96 𝑈𝑈𝑅𝑅𝑈𝑈 %⁄  and 658.11 𝑈𝑈𝑅𝑅𝑈𝑈 (𝑛𝑛𝑛𝑛 𝑐𝑐𝑐𝑐2 ∙ 𝑠𝑠𝑠𝑠⁄ )⁄ , 

respectively. It must be underscored that our model’s accuracy is relatively high compared 

with previous studies. The accuracy, RMSE, MSE, and MEA are 81.83%, 0.399, 0.159, 

and 0.248, respectively, while the accuracy of previous studies is generally no more than 

30%. 

Numerous previous studies have proved that greenness is positively associated with 

human well-being. The linear relationship between greenness and human well-being has 

been widely assumed based on the direct impacts of greenness. However, this assumption 

has a strong shortcoming. If a person’s living environment has only greenness, the human 
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well-being of this person would peak since the impacts of greenness are constant in linear 

assumption. The reality is far from this assumption. Some studies show that the average 

human well-being in rural areas is even lower than in urban areas. Although more 

greenness might not directly reduce human well-being, the land use for construction and 

development is significantly insufficient. In the rural areas, less opportunity and lower 

salaries would slash human well-being, while in the urban areas, crowded living 

environments also lead to poor results 1. In a sense, the direct impacts of greenness on 

human well-being are overemphasized, whereas its indirect effects are not well-researched 

or even simply ignored. In this study, the relationship between greenness and human well-

being is complex. Moreover, we recommend that the greenness in living environments 

should be moderate and belong to a specific range [10.91%, 32.99%]. Within this range, 

the greenness and land use for construction and development might be balanced. However, 

greenness in Japan still seems to be inadequate because the most gridded average monetary 

values of NDVI are positive, even though the forest rate in Japan is 67.26%. In other words, 

the average impact of an increase in greenness is positive, and people desire more 

greenness in their living environments. In this case, the Japanese government should 

consider how to make the greenness closer to people’s residential areas. Almost 91.7% 

urbanization rate indicates that most Japanese population are inaccessible to their abundant 

natural environments. Therefore, efficient and effective usage of the natural capital is a 

sustainable pathway to further improving human well-being in Japan.  

NTL is an essential indicator representing economic status and human activities 15, 

33, 44. The correlation between luminosity data and the regional GDP is significantly 

positive 15. The places are brighter where the development level and economic status are 
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better. The highly developed areas have more opportunities and relatively higher incomes, 

so people there are more likely to have greater human well-being. However, there is a 

turning point at which higher income no longer leads to greater human well-being 45. 

Furthermore, previous studies mostly assume that the relationship between well-being and 

income is logarithmic 25, 46-48. Based on the logarithmic assumption, when the current 

income is high, the effects of an increase in income on human well-being are marginal. 

Moreover, the adverse impacts of NTL on human health are rarely mentioned. The light 

pollution causes poor health 11, 12. Busy human acticities are associated with more noise, 

especially nocturnal road traffic noise. Primary sleep disturbances, cardiovascular diseases, 

among others are partially attributable to the detrimental effects of the noise 13, 14. For all 

these reasons, the impact of an increase in NTL should be negative, when the current NTL 

value has already been high, whereas the impact is positive, when the NTL is insufficient. 

Our result demonstrate the characteristic of the relationship between NTL and human well-

being. It must be underscored that the PALEF of the logarithm of NTL is inverted U-shape, 

but the mathmatical relationship between NTL and human well-being are more complex. 

According to mathematical relationship in the PALEX of the logarithm of NTL, after the 

NTL exceeds 2.80 𝑛𝑛𝑛𝑛 𝑐𝑐𝑐𝑐2 ∙ 𝑠𝑠𝑠𝑠⁄ , the impacts of a increase in the NTL will become 

negative. Therefore, development planning should balance the development level and its 

impacts on human well-being to achieve a sustainable society. 

There are several limitations and issues worthy of note. First, although this study 

employs a short panel data set, the time-fixed effects within indiviudals are not considered. 

To the best of our knowledge, few studies discuss whether and what data transformations 

are needed for panel regression random forest. Second, more features should be put into 
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the analysis. Although we have used more features than in previous studies, other features, 

such as marital status, general health questionnaire score, among others, are still 

unavailable. Thirdly, the output variable, LS, has too few degrees. An increase in the 

number of LS evaluation selections could further increase the accuracy of the analysis. 

Finally, the spatial relationships between observations are not well-detected in our research 

since the random forest is not so deeply developed as the spatial regression family. In 

further studies, the random forest model should be optimized to make it able to grasp the 

time-fixed within individuals. Furthermore, whether geographical contexts could further 

increase the accuracy of random forests should be probed.  

 

Conclusion 

Simple increases in greenness or NTL in living environments without considering 

the status quo do not always improve human well-being. People are more likely to have 

greater human well-being when their living environments have 10.91% - 32.99% greenness 

and 0 – 17.92 𝑛𝑛𝑛𝑛 𝑐𝑐𝑐𝑐2 ∙ 𝑠𝑠𝑠𝑠⁄  NTL. In Japan, the current average monetary values of 

greenness and NTL are 3351.96 𝑈𝑈𝑅𝑅𝑈𝑈 %⁄  and 658.11 𝑈𝑈𝑅𝑅𝑈𝑈 (𝑛𝑛𝑛𝑛 𝑐𝑐𝑐𝑐2 ∙ 𝑠𝑠𝑠𝑠⁄ )⁄ , respectively. 

According to these average monetary values, the greenness and NTL are insufficient in 

most areas in Japan. Japan has no shortage of greenness, but the greenness is far from 

residential areas, which causes a seeming lack of greenness. Our study illustrates the high-

accuracy relationship between human well-being and greenness and NTL to provide more 

information for governments and the public. This essential information helps to formulate 

sustainable land-use and development policies to improve human well-being. 
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Data Availability 

The fully reproducible codes are publicly available at 

https://github.com/MichaelChaoLi-cpu/Greenness_NighttimeLight_WB.git. Data are 

available from the corresponding author on reasonable request. 
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Figure: 

 

Figure 1: The Statistical Distributions of Critical Variables 

(a: LS; b: NDVI; c: NTL; d: Annual Income) 
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Figure 2: Example of a Regression Decision Tree 

 

Figure 3: The Importance of Features 
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Figure 4: The PDPs of the Features of Interest  

 

Figure 5: The ALEs of the Features of Interest 

 

Figure 6: The PALEF of the Features of Interest 
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Figure 7: Map of Gridded Average Monetary Value of NDVI 



29 
 

 

Figure 8: Map of Gridded Average Monetary Value of NTL 
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Appendix: 

Table S1: Descriptive Statistics of Features 

Statistic N Mean St. 
Dev. Min Pctl(25) Pctl(75) Max 

LS 372,685 3.404 0.936 1 3 4 5 

Safe Feeling of Living Environments 372,685 3.036 0.588 1 3 3 4 

Sense of Goodness for Living 372,685 3.851 0.880 1 3 4 5 

Community Attachment 372,685 3.348 1.020 1 3 4 5 

Frequency of High-level Stress 372,685 3.164 1.165 1 2 4 5 

Frequency of Low-level Stress 372,685 3.605 1.059 1 3 4 5 

Female Dummy (Gender) 372,685 0.351 0.477 0 0 1 1 

Age 372,685 49.069 11.745 17 41 57 101 

Self-reported Health 372,685 3.255 1.269 1 2 4 5 

Annually Individual Income (Million 
JPY) 372,685 4.710 3.905 1 2.5 6.5 30 

College without Diploma 372,685 0.209 0.407 0 0 0 1 

Bachelor Dummy 372,685 0.440 0.496 0 0 1 1 

Master Dummy 372,685 0.047 0.212 0 0 0 1 

PhD Dummy 372,685 0.014 0.116 0 0 0 1 

NDVI (%) 372,685 36.276 13.673 4.861 26.285 44.273 87.709 

Logarithm of NTL 372,685 2.588 0.968 0.014 1.951 3.323 4.498 

Student Dummy 372,685 0.012 0.107 0 0 0 1 

Worker Dummy 372,685 0.597 0.491 0 0 1 1 

Company Owner Dummy 372,685 0.025 0.157 0 0 0 1 

Government Officer Dummy 372,685 0.053 0.224 0 0 0 1 

Self-employed Dummy 372,685 0.071 0.257 0 0 0 1 

Professional Job Dummy 372,685 0.027 0.163 0 0 0 1 
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Housewife Dummy 372,685 0.086 0.280 0 0 0 1 

Retired Dummy 372,685 0.066 0.248 0 0 0 1 

Unemployed Dummy 372,685 0.045 0.208 0 0 0 1 
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