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Abstract 
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1 Introduction

The literature on firm dynamics has emphasized that sizable heterogeneity exists
among firms, plants, and establishments even within narrowly defined industries,
and that the reallocation among heterogeneous firms has a significant implication for
macroeconomic performance.1 However, they do not pay attention to the nominal
side of the economy, although the consideration of how monetary policy influences
firm dynamics is important in deriving the optimal monetary policy or the optimal
inflation target. Indeed, Yellen (2016), former chair of the Federal Reserve, states
that economists should place greater emphasis on the heterogeneity among firms
and households, as ignoring it could overlook important transmission channels for
monetary policies. Kuroda (2017), the governor of the Bank of Japan, states that
central banks should pay more attention to the distributional effects of monetary
policy.

In this study, we investigate the reallocation effects of monetary policy in a model
that introduces nominal rigidity to a model of R&D-driven endogenous growth with
heterogeneous firms. In the model, nominal rigidity brings about changes in the
firm dynamics in response to inflation. Such a relation between inflation and firm
dynamics has empirical relevance. We use Japanese data and find that the size
distribution and growth of firms are associated with, and also likely to be influenced
by, inflation rates. Specifically, in the regression of firm-level growth measured by real
sales and employment, the cross-term of inflation and the lagged size is positive and
significant, indicating the negative effect of inflation on growth is partly offset when
a firm is large. Moreover, the regression of firm-level R&D shows that large firms
tend to invest more in R&D than small firms under higher inflation. These results
are consistent with our model prediction.

The model has three features: Schumpeterian creative destruction, multi-product
firms, and menu costs. The Schumpeterian creative-destruction model, developed by
Grossman and Helpman (1991) and Aghion and Howitt (1992), enables the analysis of
firms’ entry and exit as well as endogenous growth. However, the basic model assumes
that each firm produces only one product. For all firms, the amount of sales is the

1For example, Baily et al. (1992), Bartelsman and Doms (2000), and Bartelsman et al. (2004) show
sizable dispersion among firms. The macroeconomic implications of firm dynamics are examined by
Caballero and Hammour (1994), Hsieh and Klenow (2009, 2018), Restuccia and Rogerson (2013),
and so on.
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same, and thus, the firm-size distribution is degenerate. The second feature, multi-
product firms, enables the analysis of firm dynamics. Klette and Kortum (2004) build
a model in which incumbent firms can produce more than one product by continuing
R&D investment and taking markets from other firms. These multiple products lead
to ex post heterogeneity in their size. Lentz and Mortensen (2005, 2008) introduce ex
ante heterogeneity in the innovativeness of firms to investigate the effect of resource
reallocation from inferior to superior firms.

The third feature, menu costs, is our theoretical innovation. We shed new light on
the reallocation that stems from the nominal side of the economy, namely, monetary
policy, by extending the Lentz and Mortensen (2005) model to introduce menu costs
as nominal rigidity (e.g., Sheshinski and Weiss (1977); Golosov and Lucas (2007);
Midrigan (2011)). One of the contributions of this study is that it provides a tractable
framework to consider the reallocation effects of monetary policy.

The main results from our model are as follows. First, nominal growth can en-
hance real growth. Second, the optimal nominal growth (and inflation) rate can be
positive. These results are in a sharp contrast to the results of standard New Key-
nesian models in which the economy is the most efficient without nominal growth.2

Although nominal rigidity incurs a cost for all firms, the burden is relatively larger
for lower quality firms, and thus, higher quality firms increase their market shares as
well as relative R&D expenditures. As a result, the average quality of firms increases
under positive nominal growth, leading to a higher rate of aggregate real growth and
greater welfare. If this reallocation effect dominates the inefficiency that stems from
nominal rigidity, then the optimal nominal growth (and inflation) rate can be positive.

A model calibrated to Japan demonstrates that the optimal nominal growth is
indeed positive. Under higher nominal growth, the ratio of large firms’ sales to those
of small firms increases, which is consistent with our empirical finding.

Some studies argue that nominal factors, such as inflation and nominal interest
rates, affect both real growth and welfare in endogenous growth models (e.g., Bilbiie
et al. (2014); Chu and Cozzi (2014); Chu et al. (2017); Arawatari et al. (2018);
Oikawa and Ueda (2018)). Chu and Cozzi (2014) show that the optimal nominal
interest rate is strictly positive if R&D is overinvested in a Schumpeterian model

2The optimal inflation target is often zero if the real growth rate is zero and unless other frictions,
such as the zero lower bound of a nominal interest rate and downward wage rigidity, are present.
See Goodfriend and King (1997), Khan et al. (2003), Burstein and Hellwig (2008), Schmitt-Grohé
and Uribe (2010), and Coibion et al. (2012).
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with cash-in-advance in R&D. Recently, Adam and Weber (2019) derive a positive
optimal inflation rate in a New Keynesian model with growth and firm heterogeneity,
but both productivity growth and entry in their model are exogenous, and thus,
monetary policy does not have distributional effects. Compared with these studies,
ours is the first work to combine a New Keynesian model with an endogenous growth
model that embeds reallocation and firm dynamics.

Acemoglu et al. (2018) is related to our study, although they do not consider
the nominal aspect, as they analyze several industry policies (e.g., R&D subsidy) by
extending the model of Lentz and Mortensen (2008). One of the main results of their
study is that a government should impose taxes only on inferior incumbent firms to
achieve the social optimum. However, as the authors mention, governments rarely
conduct such a selective policy in reality. By contrast, our model shows that monetary
policy that is not selective has different effects across firms: inferior firms incur a
greater burden of menu cost payments under high nominal growth than superior
firms do. In other words, a policy of monetary easing automatically works as an
entry barrier only for low quality firms.

To study the reallocation effects of monetary policy, other types of models are
useful as well (e.g., Hopenhayn (1992); Bernard et al. (2003); Melitz (2003); Luttmer
(2007); Restuccia and Rogerson (2013); Lucas and Moll (2014)). Compared with
these models, our model explicitly incorporates the R&D investment decisions of
both entering and incumbent firms. In particular, we consider incumbents’ R&D as
important for growth and reallocation. As shown by Malerba and Orsenigo (1999),
incumbents hold the majority of the newly granted patents. Argente et al. (2018)
report that firms grow by continuously adding products and that incumbents are the
main agents of product reallocation. In our model, R&D by incumbents plays a key
role in their own growth as well as aggregate growth.

Our study complements the growing literature on the effects of monetary policy
on heterogeneous agents. For example, Iacoviello (2005), Gornemann et al. (2016),
and Bhandari et al. (2018) investigate how monetary policy influences different types
of households. A notable difference from these studies is that the focus of our study
is not on household heterogeneity but on firm heterogeneity.

The rest of the paper is organized as follows. After Section 2 provides the empirical
findings, Section 3 presents the theoretical model. In Section 4, we define stationary
equilibrium and investigate the reallocation effects of nominal growth in Section 5.
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Section 6 gives the results of numerical simulations. Section 7 concludes.

2 Relation between Inflation and Firm-size Distri-
butions: Empirics

In this section, we provide some empirical evidence on the relation between inflation
and firm-size distributions. We first briefly review the literature and then present
observations based on Japanese firm-level data.

2.1 Inflation and Firm Size Distribution in the Literature

Although empirical studies using firm- or plant-level data have been growing rapidly,
studies on the relation between the nominal side of the economy and firm-size distri-
butions are scarce, as there is almost no theoretical analysis of this issue. However,
some indirect evidence indicates the existence of a relation between firm distribution
and inflation. For example, Alfaro et al. (2009) report that less developed countries,
notably India, are more likely to have a greater mean establishment size than ad-
vanced countries are. Similar findings are reported by Bartelsman et al. (2004) and
Poschke (2018). Considering that less developed countries tend to have relatively
high inflation rates, this fact suggests that there is some association between inflation
and the growth of large firms relative to small ones in a cross-country dimension.3

3There are considerable measurement errors for firm or plant distributions because of the large
cost of collecting data and the presence of informal small establishments. The latter problem is
particularly serious in less developed countries, where there are a large mass of informal small
establishments. Thus, the more informal small establishments we include as firms, the lower the
share of big firms is, which may lead to the opposite result: that less developed countries have smaller
mean firm sizes than advanced countries. This issue is related to the so-called “missing middle.”
Tybout (2014) calculates the deviation of employment share from the estimated Pareto distribution
by country and the category of plant size and finds that for India and Indonesia, the smallest and
largest size categories have a relatively more density than predicted by the Pareto distribution, while
for the United States, the largest size category has a smaller density. In fact, the issue of the missing
middle is consistent with our study. In our model, a firm is an agent that makes an R&D investment
to invent new ideas and employs people for both production and R&D. This type of firm is not like
an informal small establishment. For this reason, we exclude informal small establishments and pay
attention to the large and medium-sized categories in Tybout (2014). “Missing middle” suggests that
in less developed countries, which are typically more inflationary countries, large firms are relatively
more common than medium-sized firms, which is consistent with our model’s prediction. Another
important issue is that cross-country differences in firm distributions are caused by many other
factors as well as differences in the nominal side of the economy. Clearly, policies and institutions
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2.2 Japanese Firm-level Data

There is considerable cause for concern about how to accurately measure firm distri-
butions or what drives different ones. For example, policies and institutions are very
different across countries. To alleviate this concern, we analyze the relation between
inflation and firm-size distributions using Japanese firm-level data. Policies and in-
stitutions are considered less heterogeneous within a country than between countries.
We control for industry differences and time-series changes in policies, institutions,
and measurement errors by using firm (industry) and year dummies. Furthermore, by
using instrumental variables, we aim to study if there is any causality from inflation
to firm-size distributions.

As firm-level data, we use “the Basic Survey of Japanese Business Structure and
Activities” that is an annual governmental compulsory survey conducted by the Min-
istry of Economy, Trade and Industry in Japan. The survey covers all firms with no
less than 50 employees and no less than 30 million Japanese yen in stated capital
in the majority of industries in Japan for 1991 and 1994–2015. For inflation rates,
we use the industry-level input price indexes from the Producer Price Index (PPI)
reported by the Bank of Japan. We consider the average input inflation during the
past three years as the main explanatory variable for consistency with the theoretical
model in the next section. We focus on manufacturing firms because of the availabil-
ity of industry-level input price indexes. Appendix A.1 shows the basic statistics of
the data.

Firm Size Dispersion

First, we calculate percentile points of nominal sales within each major division of
industries to observe changes in firm-size distribution.4 Table 1(a) shows the industry-
level panel estimation results on the relation between the lagged trend input inflation
in industry i, say π̄inputit−1 , that is the average input inflation during the past three years
(i.e., over the year t− 3, t− 2, and t− 1), and sales dispersions that are measured by
the ratios of the 90th percentile to the median (Top/Middle) and the 90th percentile

differ by country.
4We follow the industry classification used in the producer price index. Because the Statistics

Bureau of Japan revised the classification a few times during the sample periods, we use the 2005
industry classification to obtain consistent price index sequences. The list of the 14 industries we
use is summarized in Appendix A.1.
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to the 10th percentile (Top/Bottom). We estimate the following equation:

Dispersion measureit = β0 + β1π̄
input
it−1 +Z ′itβ + ζi + ζt + εit, (1)

with industry and year fixed effects, ζi and ζt, respectively. As the basic OLS esti-
mate shows, in columns (1) and (4) in Table 1(a), the coefficients for inflation are
positive and significant. Sales dispersions increase under higher input inflation. For
robustness, we add control variables, Zit: the industry-level financing position index,
the Diffusion Index from Tankan (DI), and log of industry-level real sales (industry
RS) as shown in columns (2) and (5). Real sales are calculated by dividing nominal
sales by the industry-level output price index from the PPI. The financing position
DI is a proxy for the degree of financial constraint (the higher the DI is, the looser
the constraint is).5 We control for the degree of financial constraint, because unantic-
ipated inflation allocates resources from lenders to borrowers and vice versa, and this
effect of inflation may differ depending on firm size. In the table, “Financing DI” is
the industry-level index, and “DI gap” represents the gaps in the financing position
DI between large and medium-sized firms (top/middle; T/M) or between large and
small firms (top/bottom; T/B). We include the industry-level real sales to control for
the aggregate real factors. The table shows that the coefficients for inflation remain
positive.

These effects on the firm-size distribution from inflation may be subject to an
endogeneity problem, because high demand for inputs from large growing firms could
drive up input prices in an industry. In columns (3) and (6) of Table 1(a), we perform
a two-stage least squares (2SLS) method using the information on international pri-
mary commodity prices as the instrumental variable, which is reported by the IMF
(converted to Japanese yen by the average nominal exchange rate in each year). The
first-stage regression is

π̄inputit−1 = α0 + α1iπ̄
ipc
t−1 +Z ′itα+ θi + θt + uit, (2)

where π̄ipct is the average inflation rate in the international primary commodity in
the same three-year window to measure the trend input inflation. The coefficient

5The financing position index is one of the DIs that the Bank of Japan surveys. It indicates
the difference in the shares of firms that answer whether their financial positions are “easy” or
“tight.” Data at the industry and firm-size levels (large, medium, or small; defined by the number
of employees and the size of stated-capital) are available.
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α1i is distinct across industries to allow for different dependencies on the primary
commodities that enables us to obtain the instrumented variable π̂inputit−1 . The associ-
ation between inflation and sales dispersion is significantly positive again. We also
observe that the financing position DI is negatively correlated with the sales disper-
sions, indicating that a looser financial constraint shrinks the size gap among firms.
The coefficients in the 2SLSs indicate that a 1% increase in inflation leads to about
a 1.1-unit increase in the T/M ratio and about a 4.5-unit increase in the T/B ratio.

Table 1(b) shows the estimation result when we measure the firm-size dispersion
using total employment. The coefficients for inflation are positive but insignificant
in the OLS. However, they are significantly positive when we use the 2SLS, which is
similar to the result with sales dispersion.

Firm Growth

To understand the source of the rise in these observed dispersions, we examine the
relation between firm growth and inflation by using the firm-level panel data. The
regression equations are

Firm growthijt = β0 + β1π̂
input
it−1 + β2log(Sales)ijt−3

+ β3log(Sales)ijt−3 × π̂
input
it−1 +Z ′ijtβ + ζj + ζt + εijt, (3)

π̄inputit−1 = α0 + α1iπ̄
ipc
t−1 + α2log(Sales)ijt−3 +Z ′ijtα+ θj + θt + uijt,

where the dependent variable is the average growth rate of real sales or employment for
firm j in industry i during the past three years, and π̂inputit−1 represents the instrumented
variable for lagged input inflation.6 We introduce the lagged sales, defined as the log
of real sales three years ago to capture firm size and its interaction with inflation as
explanatory variables. The control Zijt contains the average financing position DI
with which firm j is confronted, the log of total real sales in industry i, and the log of
the three-year-lagged leverage of firm j that is defined as the ratio of liability to net
worth. Variables ζj and ζt are firm and year fixed effects, respectively (θj and θt are
those for the first stage). We introduce the lagged leverage to control the firm-level
financial condition while the financing position DI is an industry-level variable.

6In Appendix A.2, we check the robustness with an alternative specification of the first-stage
regression because the present first-stage regression uses firm-level variables to estimate the industry-
level inflation.
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Table 2 reports the estimates when we use the OLS for which we use π̄inputit−1 , and
the second-stage of the 2SLS for which we use π̂inputit−1 . The first and second rows of
the table show that input inflation has a negative effect on growth and that a larger
firm leads to lower growth, respectively.7 A more important result is observed in the
third row of the table for the cross-term of inflation and lagged sales. The coefficients
for the cross-term are all positive at the 1% level of significance, indicating that the
negative effect of input inflation on growth is partly offset as firms are larger. The
financing position DI is positively associated with sales growth, indicating that firms
grow faster in a less financially constrained environment. The coefficient for the
leverage is positive, indicating that firms with more borrowing grow faster.

Table 2 also presents the estimates when we measure firm growth by employment
with the same explanatory variables. We confirm that the estimation results are
robust to the choice of measurement for firm growth.

R&D

Now we turn our attention to an engine of firm growth. As surveyed in Hall et al.
(2010), the literature shows that R&D investment is one of the significant factors
that determine productivity and output growth.8 Because R&D investment plays a
key role in endogenous growth and firm heterogeneity in our model, it is extremely
important to empirically study whether R&D investment reacts to inflation differently
depending on firm size.

We consider several R&D investment measures: (i) log of real R&D investment,
(ii) the ratio of R&D expenditure to sales, (iii) log of R&D expenditure over firm-
level average wages, and (iv) log of R&D expenditure over total salary. The first
two are standard measures of R&D investment that represent the level and intensity,
respectively. We use the third measure because it corresponds with the number of
R&D workers in our model below. The fourth is another measure for the R&D
intensity expressed in employment units. We take logs for the last two measures
because there are large dispersions in their unlogged values across firms.9

7There is a vast literature on Gibrat’s law on firm growth, which states that the growth rate is
independent of the firm’s size. Empirically, many papers indicate that size has a negative effect on
growth at the firm level. See Santarelli et al. (2006) for an empirical literature survey.

8Fukao and Kwon (2006) report a positive association between R&D and TFP growth using
Japanese firm-level data.

9There are records of negative R&D expenditure in our dataset. We drop observations with
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We regress equation (3) by using the firm-level panel data, but replace the de-
pendent variable with the aforementioned R&D investment measures. Table 3 shows
the OLS and 2SLS results. The coefficients for the input inflation are significantly
negative for all R&D measures, and those on lagged sales and the interaction term are
significantly positive in most cases. The negative effect of input inflation on R&D in-
vestment is partly offset when a firm is large. These results imply two things. First,
inflation affects R&D activity that influences firm and aggregate growth and thus
generates a long-term effect. Second, the effect of inflation is heterogeneous across
firms, which triggers the reallocation of resources among firms. These implications
are consistent with our theoretical model developed in the following sections.

Exit

Inflation also influences a firm’s exit. We set an exit flag if a firm disappears from
the dataset before the end of sample period. The equation regressed is the same as
equation (3), but now we use the exit flag as the dependent variable. We use a linear
probability model including firm-level fixed effects.10 Columns (5) and (10) in Table
3 show that exit is more likely to occur under higher inflation, but is conditional on
the lagged size: the coefficient of the cross-term is significantly negative that indicates
the possibility of occurrence is smaller for larger firms.

It should be noted that firms disappear from the sample when employment drops
below the cut-off of 50 employees. Owing to this cut-off, it is hard to exactly identify
entry and exit from our data. We discuss this problem and check the robustness of
the present result on exit in Appendix A.2. We also discuss entry in this appendix.

Robustness Checks

We conduct additional regressions for robustness checks of our results. We present
quick view over those results here, leaving the details in Appendix A.2. First, we
examine if our main results depend on firm age distribution. In the above analysis
and the theoretical model in the following sections, we consider that firm growth

negative or missing R&D expenditure. When we take the log, we add one. The unit of R&D
expenditure is one million JPY that is almost equivalent to 10,000 USD.

10We use the linear probability model because our model specification comprises the cross-terms
between inflation and firm size. For the benefits of using linear models for the estimation of an
equation that includes cross-terms, see Ai and Norton (2003) and Wooldridge (2010).
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performance is correlated with firm size. However, potential growing powers of young
and old firms with similar sizes may be different. To control the age factor, we split
firms according to firm ages and rerun the regressions for each age group. The relation
of inflation and firm growth is the same as that reported in the above.

Second, we investigate the impact of leverage further. Tightly financially-constrained
firms may respond to inflation differently from weakly constrained firms. To see this,
instead of including leverage ratios in explanatory variables as in the above regres-
sions and implementing the regression for all the firms, we split firms according to
leverage ratios and regressed the same equation separately. The result is again similar
to the main result.

Third, we check the robustness of our results to the choice of year windows in
measuring past inflation. The impact of inflation discussed above works similarly
when we use the 5-year average of inflation rate, while it is relatively weak when
we use one year lagged inflation. This suggests the importance of looking at trend
inflation rather than short-run inflation movements when we analyze firm dynamics.

Fourth, we confirm that the same relation is observed when we replace the input
price inflation with wage inflation that is calculated as the change in the average wage
in each industry×size groups. Note that our theoretical model considers labor as only
input to produce final goods.

Last but not least important, we document a similar relation between inflation and
firm growth for the non-manufacturing sector. It is important to see the relation in
the non-manufacturing sector to consider macroeconomic policy implications because
the manufacturing sector does not account for the majority of the total value-added
and it is declining over time in many countries.

3 Model

The model is based on Lentz and Mortensen (2005) and Oikawa and Ueda (2018). A
representative household consumes and supplies a fixed amount of labor. Firms, both
potential entrants and incumbents, make R&D investments to develop new products
with superior quality and take over the markets of other firms. Firms must pay menu
costs when they revise their output price as well as when they enter the market and
set an initial price. Because of menu costs, some firms decide not to enter the market
even if they develop a new product when their product quality is not sufficiently high.

11



Firms are ex post heterogeneous in their product quality and, in turn, their size.
We focus on a balanced growth path. We assume for simplicity that a central bank

exogenously sets the growth rate of nominal aggregate output, Et, at n.11 Denoting
the quality-adjusted aggregate price index and its change (inflation rate) by Pt and
π, respectively, we can write the real growth rate, g, as g = n− π. For convenience,
we denote the initial values in period t = 0 without time subscripts, for example,
E0 = E. In the following analysis, we consider the case with n ≥ 0, because trend
nominal growth rates are usually positive. Even in the lost decades in Japan with
long-term stagnation periods, the average per capita nominal GDP growth rate was
above zero.

3.1 Household

A representative household has the following preferences over all versions of a ∈
{0, 1, · · · , At(j)} of each product line j ∈ [0, 1]:

Ut =
∫ ∞
t

e−ρ(t′−t) logCt′dt′, (4)

logCt′ =
∫ 1

0
log

At′ (j)∑
a=0

Q(j, a)xt′(j, a)
 dj, (5)

where ρ represents the subjective discount rate, Ct is the aggregate consumption,
and xt(j, a) and Q(j, a) are the consumption and quality of version a of product j,
respectively. The quality evolves as

Q(j, a) =
a∏

a′=0
q(j, a′), q(j, a′) > 1 ∀a′, j,

where q(j, a′) is the quality update created by each innovation.
In the current model setting, we focus on an extensive margin to explain firm

growth. By an extensive margin, we mean a change in the number of product lines
that firms produce. Because our model assumes unit elasticity of substitution be-
tween different product lines and infinite elasticity of substitution between products
in the same product line, as in Grossman and Helpman (1991), firms’ sales relative

11Our results are essentially the same even if we assume that a central bank sets a certain inflation
target instead of controlling n. See Oikawa and Ueda (2018). They also consider the case of deflation.
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to nominal aggregate expenditure never grow as long as they engage in production of
a single product. Changes in the intensive margin, that is, an improvement in pro-
ductivity or a quality update in the same product line, cannot increase firms’ sales.
Incumbent firms can grow their sales size only by changing the extensive margin, that
is, taking the market share of other firms and producing more than one product line.
For this reason, we need multi-product firms to obtain a dispersed distribution.12

This model strategy is consistent with the finding by Cao et al. (2018) that firms
grow by adding new establishments (extensive margin) rather than by increasing em-
ployment per establishment (intensive margin). Certainly, we do not intend to argue
that the intensive margin is unimportant. For example, the models in Luttmer (2007)
and Lucas and Moll (2014) generate firm-size distribution with the intensive margin,
often through heterogeneous and exogenous changes in productivity.

3.2 Firms’ Decisions about Price Revisions

This part is based on Oikawa and Ueda (2018). The only difference is that a firm has
to pay a menu cost when it enters the market.13 Price setting requires the menu cost:

κEt/Pt, (6)

at time t in real terms that is paid with consumption goods.
Suppose that nominal prices are reset at ti for i = −1, 0, 1, · · · . If nominal price

pt−1 posted at time t−1 is not revised thereafter, its real price, say ξ, decreases with the
growth rate of nominal production costs (wage, Wt), n. Let ξt−1,τ ≡ pt−1e

−n(t−1+τ) ≡
ξ−1e

−nτ , where τ is the elapsed time since the last price revision and ξi is the revised
real price at ti (i.e., ξti,0 ≡ ξi).

Then, when the price is reset at t, the real value of each product line is expressed
as

Vt = max
{ti,ξi}∞i=1

∞∑
i=0

(∫ ti+1

ti
Π
(
ξti,t′−tie

−n(t′−ti)|q
) Et′
Pt′

e−(ρ+g+δ)(t′−t)dt′ − κEti
Pti

e−(ρ+g+δ)(ti−t)
)
,

(7)
12The extensive margin also plays an important role in reallocation in the model of Melitz (2003)

in which firms expand their sales via exports. Using product- and firm-level data, Argente et al.
(2018) show that firms grow only by adding new products.

13If the menu cost is not paid at entry for each product line, a sufficiently low q firm operates for
a while and exits without price revision. Our setup avoids this complication.
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where δ is the rate of creative destruction, Π(·)Et/Pt represents the real period profit,
and t0 = t. The second term represents menu-cost payments at ti. Because of the
recursive structure of the price adjustment problem, this maximization problem can
be reduced to the following problem by controlling the interval of price revision, ∆,
and the reset level of real price, ξ0, in which we drop the absolute time subscript from
ξti,τ . Let ντ (q|δ, n) be the normalized value of product line, PtVt/Et, with elapsed
time τ = t− ti ∈ [0,∆] for some i. The problem (7) can be reduced to

ν0(q|δ, n) = max {ν̃0(q|δ, n), 0} , (8)

ν̃0(q|δ, n) = max
∆,ξ0

∞∑
i=0

e−(ρ+δ)i∆
(∫ ∆

0
Π(ξ0e

−nτ |q)e−(ρ+δ)τdτ − κ
)
, (9)

where ν̃0 is the value of a product line just before setting the price, which can be
negative because of the menu cost. If it is negative, the firm decides not to produce
or not to enter the market. Firms choose the optimal interval of price revision ∆ and
real reset price ξ0 as ∆(q|δ, n) and ξ0(q|δ, n), respectively. They both depend on their
quality step q so that the types of price revisions are also heterogeneous among firms.

To simplify the pricing strategy, we assume that knowledge on outdated tech-
nologies is automatically in the public domain. With this assumption, firms with
secondary technology, if any, are under perfect competition and thus their prices are
always the marginal cost, W . Hence, the limit price of a leading firm is qW .14

From equation (5), the demand for goods with leading technology in period t is
given by Et/pt = 1/ξt when ξt ≤ qWt, and zero otherwise. We assume that each
good is produced by linear technology with productivity of one. Then, we obtain
Π(ξ|q) = (ξ −W )/ξ when ξ ≤ qW , and zero otherwise.

From the log utility, the optimal (re)set real price is

ξ0(q|δ, n) = qW. (10)

Note that ∆(q|δ, 0) =∞ because firms do not need to reset prices when real produc-
14Although New Keynesian models often assume time-dependent (Calvo-, Rotemberg-, or Taylor-

type) price stickiness, a state-dependent (e.g., menu cost) pricing model is necessary to embed
creative destruction with vertical competition. In particular, in Calvo or Taylor-type models, there
is a possibility that a leading firm maintains its price at a level higher than qW, which makes firms
with secondary technology steal all its business.
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tion costs do not change. The optimal choice of price revision is expressed by

d

d∆ ν̃0(q|δ, n) = 0 = −(ρ+ δ)ν̃0 + Π(ξ0e
−n∆|q). (11)

Substituting this into equation (9), we obtain the maximized value of a product line
for type-q firm as

ν̃0(q|δ, n) =


1
ρ+δ

(
1− en∆(q|δ,n)

q

)
for n > 0,

1
ρ+δ

(
1− 1

q

)
− κ for n = 0.

(12)

Appendix B shows that ν̃0(q|δ, n) strictly increases with q and strictly decreases
with δ and n. Moreover, the second-order cross-derivative of ν̃0(q|δ, n) with respect
to q and n is positive.

The reasoning is as follows. Rapid nominal growth (high n) implies frequent price
resets (low ∆) and high menu cost payments that lead to the lower value of a product
line (ν̃0). The burden from a rise in menu cost payments, which is triggered by an
increase in n, is relatively smaller for firms with greater q, because menu costs are
independent of q, while the return from the price reset increases with q. Higher-q
firms have a larger markup and choose a larger time interval, ∆. These attributes
increase the sensitivity of such firms’ profits to a change in n, which causes more
frequent price changes when n increases (i.e., (d2∆)/(dqdn) < 0).

The product line value for low-quality firms can be negative when there are positive
menu costs, κ > 0. Here, we denote q(δ, n) as the threshold level of q,

q(δ, n) = max {q | ν̃0(q|δ, n) ≤ 0} . (13)

Proposition 1 shows that q(δ, n) uniquely exists if κ is sufficiently small, and it
is increasing in n when n ≥ 0, implying that faster nominal growth pushes inferior
firms out of the market.

Proposition 1 If κ < 1
ρ+δ , then q(δ, n) uniquely exists and q(δ, n) is increasing in n

for n ≥ 0.

All proofs are in Appendix B.3. Throughout the study, we assume that the menu
cost parameter κ is small enough for Proposition 1 to hold.
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3.3 Incumbent Firms’ R&D

Here, we consider incumbents’ R&D decisions by taking the optimal pricing decision
as given. This subsection is based on Lentz and Mortensen (2005, 2008). We assume
that the size of quality improvement, q, is firm-specific and unchanged over time for
each incumbent.

Suppose that an incumbent firm is type q and supplies k ≥ 1 products. The R&D
cost is kWtc(γ), where γ ≥ 0 is the R&D intensity. With probability kγ, the firm
comes up with a new idea in a randomly chosen product line. The function c(γ) is
increasing and strictly convex with c(0) = 0. We define the real wage as w ≡ W/E.

The Bellman equation for the incumbent’s problem is a bit complicated, because
profits from a product line depend on the elapsed time from the last price revision.
However, the resultant value function is similar to that in Lentz and Mortensen
(2008). Let Tk ≡ {τj}kj=1 be the set of elapsed times from the last price revision.
The real value of the firm with q, k, and Tk under the environment of (δ, w, n), say
vk(Tk, q|δ, w, n), satisfies the following Bellman equation:

ρvk(Tk, q|δ, w, n) = max
γ

∑
j /∈Ω

[
Π0(ξ0e

−nτj |q) + ∂vk(T ′k, q|δ, w, n)
∂τj

]

+
∑
j∈Ω

[
Π0(ξ0e

−nτj |q)− κ+ ∂vk(T ′k, q|δ, w, n)
∂τj

]

− kwc(γ)

+ kγ [vk+1({T ′k, 0}, q|δ, w, n)− vk(T ′k, q|δ, w, n)]

+ kδ

1
k

k∑
j=1

vk−1(T ′k−1,<j>, q|δ, w, n)− vk(T ′k, q|δ, w, n)
 ,
(14)

where Ω ≡ {j|τj = ∆(q|δ, n)} represents the set of products whose prices are to be
revised, and T ′k ≡ {τ ′j}kj=1 consists of τ ′j = 0 if j ∈ Ω, and τ ′j = τj if not. Tk−1,<j> is
the set that comprises the elapsed time of the firm when it exits from j-th product
market. On the right-hand side of equation (14), the first and second lines represent
the real period profit when the nominal prices are not reset and when the nominal
prices are reset, respectively. The real period profit decreases as τ lengthens. The
third line represents R&D investment costs that are proportional to the number of
product lines k. The fourth and fifth lines represent the changes in its real value when
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the firm increases and decreases its product lines by one, respectively.
Appendix B.1 shows that the value function, vk, is solved as

vk(Tk, q|δ, w, n) =
k∑
i=1

ντi(q|δ, n) + kψ(q|δ, w, n), (15)

where kψ(q|δ, w, n) is the value from R&D in the future that depends on the current
number of product lines, or knowledge level, because it contributes to the probability
of success in R&D. The appendix also shows that incumbents make the following
optimal R&D intensity choice, γ:

wc′(γ) = max
γ∈[0,ρ+δ)

(ρ+ δ)ν0(q|δ, n)− wc(γ)
ρ+ δ − γ

. (16)

The next proposition summarizes the properties of the optimal γ. It shows that
firms with greater q have a higher R&D intensity and there is a complementarity
effect among q and n. Since more rapid nominal growth monotonically decreases the
R&D intensity for any firm, the decline in R&D intensity under higher n is relatively
small for firms with greater q.

Proposition 2 Fix n and δ > 0. γ(q|δ, w, n) uniquely exists for sufficiently large
w. If such γ exists, γ(q|δ, w, n) is increasing in q and decreasing in n, δ, and w.
Moreover, for n 6= 0,

∂2γ(q|δ, w, n)
∂q∂n

> 0 and ∂2γ(q|δ, w, n)
∂q∂w

< 0.

The optimal choice γ(q|δ, w, n) increases with ν0(q|δ, n). Hence, higher q implies
a higher value of a product line and, at the same time, greater R&D investment.

3.4 Firm Entry

The entry stage consists of two steps. First, a measure h of potential entrants make
R&D decisions before knowing their own q. The exogenous density of types of po-
tential entrants is φ̄(q) on [1, q̄], where q̄ can be infinite. We assume that φ̄(q) is
continuous on its support. Second, some of the firms that observe q < q(δ, n), defined
in equation (13), call off their entry, because menu costs make them worse off. Here,
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for simplicity, we do not allow for the possibility that such firms coordinate with
their incumbents to enter the market. While entrants give up their entry, incumbents
continue to monopolize the market. We denote the ex post distribution of q for the
entrants as

φ(q|δ, n) =


0 for q < q(δ, n),

φ̄(q)
1−Φ̄(q(δ,n)) for q ≥ q(δ, n),

(17)

where Φ̄ is the cumulative distribution associated with φ̄.
We assume free entry to the market. Let η denote the ex post entry rate. In

equilibrium, we have the following free-entry (FE) condition:
∫ ∞

1
φ̄(q)v1({0}, q|δ, w, n)dq = wc′ (γη(δ, w, n)) , (18)

γη(δ, w, n) ≡ η(δ, w, n)
1− Φ̄(q(δ, n))

1
h
, (19)

where v1({0}, q|δ, w, n) is the firm value of an entrant, and γη(δ, w, n) is the entrants’
R&D intensity that yields η. The R&D cost function c for potential entrants is the
same as that for incumbents.

3.5 Firm Distribution

3.5.1 Price Distribution

Because of the Ss-pricing rule due to menu costs, firms set heterogeneous prices even
within those with the same q. From Oikawa and Ueda (2018), the stationary density
of real prices among type-q firms is

f(ξ(τ)|q, n) = δe−δτ

1− e−δ∆(q|δ,n) for τ ∈ [0,∆(q|δ, n)]. (20)

3.5.2 Firm Size and Quality

Let Mk(q|δ, w, n) be the measure of type-q firms that produce k products under
the environment (δ, w, n). Following Lentz and Mortensen (2005), the stationary
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distribution satisfies

γ(q|δ, w, n)(k − 1)Mk−1(q|δ, w, n) + δ(k + 1)Mk+1(q|δ, w, n)

= (γ(q|δ, w, n) + δ)kMk(q|δ, w, n) for k ≥ 2, (21)

with

φ(q|δ, n)η = δM1(q|δ, w, n), (22)

φ(q|δ, n)η + 2δM2(q|δ, w, n) = (γ(q|δ, w, n) + δ)M1(q|δ, w, n). (23)

Based on Appendix B.2, we derive the following equation:

1 = η
∫ ∞
q(δ,n)

φ(q|δ, n)
δ − γ(q|δ, w, n)dq. (24)

Equation (24) pins down the entry rate in equilibrium, η(δ, w, n). Because the
measure of products supplied by type-q firms is represented by

K(q|δ, w, n) ≡ η(δ, w, n)φ(q|δ, n)
δ − γ(q|δ, w, n) ,

condition (24) is equivalent to the condition that the total measure of product lines
must be one.

The equilibrium entry rate, η(δ, w, n), has the following properties. First, η in-
creases with w, because ∂γ/∂w < 0 for any q > q(δ, n) so that the integral in equation
(24) decreases with w. Second, the relation between δ and η is ambiguous. In response
to an increase in δ, δ−γ(q|δ, w, n) increases for any q > q(δ, n) because ∂γ/∂δ < 0, but
at the same time, φ(q|δ1, n) stochastically dominates φ(q|δ2, n) if δ1 > δ2. The former
effect reduces the integral in equation (24) but the latter distribution effect enlarges
it. Although it is possible that the distribution effect dominates and η decreases
with δ if we consider the ad hoc distribution for φ̄,15 we assume that the distribution

15This situation can arise when the increase in q(δ, n) in response to an increase in δ eliminates
a large mass of firms, as indicated by the following example. Suppose that φ̄ is defined on a
discrete space and has two mass points with equal probabilities at {q1, q2}, and there are negligible
probabilities at the other q. Suppose q is very close to q1 so that γ(q1) is almost zero. In addition,
suppose γ(q2) = δ

2 . Now consider the effect of an increase in δ to δ′, where the increase is tiny
but enough to eliminate q1-type firms from the market. Before the change, the integral in equation
(24), or the expected value of (δ − γ(q))−1, is approximately 1.5

δ . After the change, it becomes
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effect does not dominate in the following analyses, meaning, roughly speaking, that
we assume that φ̄ is sufficiently smooth.

Substituting η(δ, w, n) into the free-entry condition, equation (18), we obtain
Proposition 3 that shows that the free-entry condition is depicted as a downward-
sloping curve on the δ-w space unless the distribution effect is too strong.

Proposition 3 For given δ, the wage w that satisfies the free-entry condition uniquely
exists. Moreover, as long as η(δ, w, n) is increasing in δ, the free-entry condition en-
sures a negative association between δ and w.

The intuition behind the negative association between δ and w is as follows. A
greater creative destruction rate should be at least partly driven by a higher entry
rate. On the other hand, it implies a lower expected firm value after entry, which
dampens innovation incentives for both entrants and incumbents. Then, we should
have a decline in wages to keep the FE condition because it increases post-entry firm
value and decreases the entry cost.

3.6 Labor Market

Labor consists of three groups of workers: production workers LX , R&D workers
hired by incumbents LR,inc, and R&D workers hired by entrants LR,ent. There is no
skill difference across sectors.

Production workers are represented by

LX(δ, w, n) =
∫ ∞
q(δ,n)

K(q|δ, w, n)LX,q(q|δ, w, n)dq, (25)

where LX,q(q|δ, w, n) is the production labor demanded by type-q firms that is derived
from the price density function (20), such as

LX,q(q|δ, w, n) =
∫ ∆(q|δ,n)

0
f(ξ(τ)) 1

ξ(τ)dτ = δ

δ − n
1
wq

1− e−(δ−n)∆(q|δ,n)

1− e−δ∆(q|δ,n) . (26)

approximately 2
δ′ . If δ′/δ is sufficiently small, then η is decreasing in δ around the current δ.
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The two types of R&D labor demands are written as

LR,inc(δ, w, n) =
∫ ∞
q(δ,n)

K(q|δ, w, n)c(γ(q|δ, w, n))dq, (27)

LR,ent(δ, w, n) = hc (γη(δ, w, n)) . (28)

The labor market clearing (LMC) condition is expressed as

L = LX(δ, w, n) + LR,inc(δ, w, n) + LR,ent(δ, w, n) ≡ LD(δ, w, n). (29)

As discussed in Appendix B.4, the total labor demand does not necessarily have
monotonic relation between w and δ. Avoiding technical details, below we consider
the case with natural distributions that give us

∂LD
∂δ

> 0 and ∂LD
∂w

< 0,

and, therefore, the LMC is depicted as an upward-sloping curve on the δ-w space.

4 Stationary Equilibrium

4.1 Equilibrium

Given the exogenous {n, φ̄(q)}, a stationary equilibrium consists of constant endoge-
nous variables {ν0(q|δ, n),∆(q|δ, n), ξ0(q, δ, w, n), γ(q|δ, w, n), w, δ, η} and they satisfy
the producers’ optimal Ss-pricing (10) and (11), firm value (12), incumbents’ optimal
R&D intensity choice (16), the free-entry condition (18), the entry/exit rate equation
(24), and the labor market clearing condition (29) as well as stationary distributions
{Mk(q|δ, w, n), φ(q|δ, n)} that satisfy equations (17) and (21)-(23).

Figure 1 illustrates a typical loci of the FE and LMC curves with the curve of
w(δ, n), which is defined in Appendix B.2, above which a nondegenerated quality
distribution exists in the stationary state. The left edge of the LMC curve should
coincide with a point on the curve of w(δ, n). This is because LD(δ, w(δ, n), n) is
continuous in δ and

lim
δ→0

LD(δ, w(δ, n), n) = 0 < L < lim
δ→ 1

κ
+ρ
LD(δ, w(δ, n), n),
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where the upper bound of δ is defined as having a finite q.16

Since the locus of the FE curve is always above w(δ, n), we can show the existence
of a stationary equilibrium as in the next proposition.

Proposition 4 For given n ≥ 0, a stationary equilibrium exists and the entry rate
in a stationary state is strictly positive.

The existence of the stationary state does not depend on our supposition about the
monotonicity of the FE and LMC curves. However, the uniqueness of the equilibrium
depends on the monotonicity of the labor demand function. Multiple equilibria may
occur under some kind of potential distribution, φ̄. We do not dwell on this possibility
because, according to our simulation based on smooth potential distributions, this
nonmonotonicity does not arise.

4.2 Welfare

Using the endogenous variables in the stationary equilibrium, we can pin down other
endogenous variables as well: {C,P, π, g, U}.

The goods market is cleared at

E =PC + κE
∫
dq

∞∑
k=1

Mk(q|δ, w, n)kf(ξ0(q, n))

⇒ C = E

P

(
1− κδ

∫ K(q|δ, w, n)
1− e−δ∆(q|δ,n)dq

)
, (30)

where the second term in the parenthesis is the total menu costs.
Referring to Oikawa and Ueda (2018), the aggregate price level and the inflation

rate are given by

logP =
∫
K(q|δ, w, n)

{
log ξ0(q, n) + n∆ e−δ∆(q|δ,n)

1− e−δ∆(q|δ,n) −
n

δ

}
dq, (31)

π = n− δ
∫
K(q|δ, w, n) log q dq. (32)

Then, the real growth rate g is

g = n− π = δ
∫ ∞
q(δ,n)

K(q|δ, w, n) log q dq. (33)

16Note that limδ→0 w(δ) =∞ and limδ→ 1
κ +ρ LR,ent =∞ because q( 1

κ + ρ, n) =∞.
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The intertemporal utility of the representative household at t = 0 is given by

U =
∫ ∞

0
e−ρt logCtdt = g

ρ2 + logC
ρ

. (34)

5 Impacts of Nominal Growth

The current model depicts monetary policy as described as a change in the nominal
growth rate, n. We simply assume that the central bank chooses n and compare the
stationary states across different n.17

5.1 Reallocation Effects on the Real Growth Rate

Nonzero nominal growth has two kinds of reallocation effects. First, it pushes low-
quality firms out of the market because of the greater burden of menu costs (∂q/∂n >
0). Second, it causes higher quality firms to hold more product lines, because
∂2γ/∂n∂q > 0: the decline in R&D intensity caused by an upward shift in n is
relatively small for firms with greater q. Moreover, the increase in the product line
share owned by high-q firms benefits the aggregate efficiency in R&D investment,
because the probability of success is kγ. These reallocation effects are interpreted
as the “cleansing effect” that was coined by Caballero and Hammour (1994). The
reallocation effects are positive for the real growth rate, g.

At the same time, there is a negative effect on g from faster nominal growth,
which is examined in the Oikawa and Ueda (2018) model that abstracts the firm
heterogeneity in firm quality. When the economy grows faster in nominal terms,
firms revise their prices more frequently and pay more menu costs that lead to lower
values and lower innovation incentives.

The overall effect of faster nominal growth on real growth is determined by the
balance between these effects. As shown in equation (33), the real growth rate is
determined by the creative destruction rate, δ, multiplied by the weighted average
of quality gaps, log q. Even though the creative destruction rate decreases with n,
when the reallocation effect is sufficiently large, the increase in the weighted average

17The current model conforms to Lentz and Mortensen (2008) if there is no menu cost, or κ = 0.
When n = 0, the current model becomes like that in Lentz and Mortensen (2008) with a fixed cost
of entry to product line.
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quality gap,
∫
K(q|δ, w, n) log q dq, dominates the negative effect on δ, and then the

real growth rate, g, starts increasing with the nominal growth rate, n.

5.2 Reallocation Effects on Welfare

Here, we compare the welfare in two balanced growth paths that are distinct only
in the nominal growth rate. The effects on welfare consist of several factors. As
equations (30) and (34) show, the effects should be divided into the real-growth
channel, menu-cost channel, and price channel.

As seen in equation (30), an increase in nominal growth contributes to an improve-
ment in welfare if it is accompanied by an increase in real growth, that is, with the
sufficient reallocation effect argued in the previous subsection. To see the importance
of the reallocation effect, we compare the current model with the single-product model
in Oikawa and Ueda (2018). Without the reallocation effect, the real growth rate at-
tains its maximum when n = 0, and therefore, a strictly positive nominal growth rate
can be socially optimal only if R&D is overinvested. With the reallocation effect as in
the current model, the real growth rate can increase as n increases, so that a strictly
positive optimal nominal growth does not rely on R&D overinvestment.

Whether higher real growth improves welfare is affected by both positive and
negative externalities, which commonly appear in Schumpeterian growth models. A
greater share of innovative (high q) firms in the markets leads to greater intertem-
poral knowledge spillover because the subsequent quality improvement is built on
the current innovator’s shoulder. Meanwhile, the business-stealing effect, a negative
externality, works in a complicated way. Less frequent creative destruction under
higher n reduces the opportunity of business stealing, but at the same time, more
high-q products in equilibrium imply a greater destructed firm value at each creative
destruction. Because the business-stealing effect gets smaller relative to the knowl-
edge spillover effect as q increases, the total externality effect is likely to be positive
when higher nominal growth increases aggregate q.

The menu-cost channel has an ambiguous effect on welfare. An increase in n

imposes more frequent menu cost payments for all firms. However, at the same time,
an increase in n brings less creative destruction (and less entry) that reduces the
total menu cost. Moreover, a greater n makes K(q|δ, w, n) be denser with higher q.
Because the frequency of price revisions is relatively low for high-q firms, the total

24



menu cost payments may decrease under rapid nominal growth.
The price channel is two-fold and both paths have ambiguous effects. The first

one comes from a change in markups. The markup rate just after price revision is
high among the products supplied by high-q firms. Because distribution K(q|δ, w, n)
becomes denser with a higher q when we have a higher n, the real prices are high.
However, this effect is canceled out partly or fully by a lower rate of entry and a rapid
decline in real prices that is caused by an increase in n. The second path is derived
from a change in wage, w. The price level P monotonically increases with w but
the equilibrium value of w can decrease and increase with n according to the labor
market conditions. If a smaller w is realized by an increase in n, it positively affects
welfare.

6 Simulations

In this section, we present the results of numerical simulations.

6.1 Calibration

We calibrate the model to the economy of Japan. We normalize both the total
number of workers, L, and the nominal aggregate output in period t = 0, E, to one.
The nominal growth rate n is fixed at 0.021, which equals the average of the annual
per-capita nominal GDP growth rates from 1980 to 2006.18

The left-hand column in Table 4 shows the moments we targeted for the calibra-
tion. Real growth rate g is 0.017, which equals the average of the annual per-capita
real GDP growth rates from 1980 to 2006. The nominal interest rate R is 0.034,
which we calculate from the average of nominal interest rates for government bonds
with 10-year maturities for the same period.19 The interval between price revisions
∆ is 1.42 year, which is taken from the study of CPI micro data by Higo and Saita
(2007). The other nine moments that characterize firm distribution are chosen follow-
ing Lentz and Mortensen (2008) and calculated by using the aforementioned firm-level

18We choose the target for the nominal growth rate on the balanced growth path before the global
financial crisis, or before the long-term nominal interest rate becomes zero, which may cause a
structural change that is not introduced in the current model.

19We use the 9-year government bonds from 1980 to 1985 because the 10-year rates are not
available during those years.
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data, “the Basic Survey of Japanese Business Structure and Activities” for the year
of 1995. The firm distribution does not change much when we use other years. The
moments include the ratio of the median of sales to the mean of sales, the ratio of
the median wage bill to the mean wage bill, the correlation coefficient between labor
productivity and employment, and the mean of real sales growth. Employment is
quality adjusted as in Lentz and Mortensen (2008). In total, the number of targeted
moments is 12.

Parameter values are calibrated to minimize the weighted distance between data
moments and simulated moments. See Appendix C for the details. We calibrate seven
parameter values: discount rate ρ, two values for the density of types of potential
entrants φ̄(q), two values for the R&D cost function, measure of potential entrants h,
and menu cost κ. We assume that φ̄(q) obeys the truncated Pareto distribution,20 and
calibrate not only the shape parameter ζ but also the maximum of q. The truncated
distribution is introduced because, as nominal growth increases, the importance of
high-q firms in the right tail increases, which worsens the computational error if we
assume an infinite bound. Moreover, this additional parameter helps increase the fit
of the moments. The form of the R&D cost function is c(γ) = c0× γ1+c1 , as in Lentz
and Mortensen (2008).

Although our approach is based on Lentz and Mortensen (2008), we do not claim
that we estimate the model. We do not provide standard errors for the estimates like
their paper, and admittedly better estimates to minimize the weighted distance may
exist because we did not calculate it for a sufficiently global parameter set. Moreover,
the number of moments we use for the calibration is much smaller than those that
Lentz and Mortensen (2008) use for the structural estimation: 37. There are three
reasons. First and foremost, our model does not embed an idiosyncratic demand
shock, unlike the model of Lentz and Mortensen (2008). Thus, there is not much
heterogeneity among firms once we control for quality step q and firm size k, except
for that coming from price dispersion due to menu costs. Consequently, the correlation
coefficient between sales and wage bill is nearly one, and almost no within-firm labor
productivity improvement exists regarding the growth decomposition of aggregate
labor productivity. For this reason, we limit the target moments to the extent that our
model can explain their heterogeneity. Second, the number of calibrated parameters

20Studies, such as Lucas (1978), Melitz (2003), and Luttmer (2007), often assume a Pareto distri-
bution.
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is seven that is much smaller than that in Lentz and Mortensen (2008) who estimate
16. While Lentz and Mortensen (2008) introduce three discrete types of firms that
have distinct distributions of q to explain the large heterogeneity for the reason stated
above, we assume only one density and continuous types. The third reason for the
smaller number of moments is that we do not calibrate E and L because they only
matter for standardization. Instead of targeting the mean, median, and standard
deviation of the variables, we target the ratio of median to mean and the ratio of
standard deviation to mean.

Moreover, we target g and ∆, while Lentz and Mortensen (2008) do not. We
target g because the effect of nominal growth on g is our particular interest, so it is
important to have a quantitatively plausible value. The reason for ∆ is because it
helps pin down the menu cost parameter κ that the model of Lentz and Mortensen
(2008) does not have.

As Table 4 shows, the model fits particularly well for the three aggregate variables.
For the distributional variables, the fit is reasonably good, although the model yields
a slightly larger value for the ratio of the median to the mean and a smaller value for
the standard deviation of sales growth than the data indicate.

Table 4 also shows calibrated parameters. The discount rate ρ is calibrated as
0.013, which is essentially derived from R minus n. The size of the menu cost κ
equals 0.015, which is comparable to Midrigan (2011) who reports 0.022. Instead of
discussing the size of the other parameters such as c1 and h, it is economically more
meaningful to discuss the steady-state levels of some of the key endogenous variables.
Creative destruction rate δ is 0.050, entry rate η is 0.007, and the lower threshold of
q for entry q is 1.031. Lentz and Mortensen (2008) obtain δ = 0.071 and η = 0.045.21

6.2 Simulation Results

Comparison with Empirical Evidence We conduct the model calibration with-
out using information on how a nominal change influences the aggregate economy
and firm distribution. Therefore, comparing how they respond to a change in nomi-
nal growth between the model and the data serves as a useful validity check for the
model.

21We assume unit elasticity of substitution across product lines and inelastic labor supply fol-
lowing Lentz and Mortensen (2008). Appendix D presents a generalized model that relaxes these
assumptions.
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We show simulation results that are analogous to our empirical findings reported
in Section 2. First, in the left (right) panel of Figure 2, we calculate the ratio of sales
(employment) per firm for the top 0.1%, 1%, and 10% firms to those for a median firm
for a different n.22 The sales distribution in the model coincides with the distribution
of the number of products a firm produces, k. Employment includes that for both
production and R&D investment. The lines have positive slopes with respect to n
that indicates larger firms are likely to grow more rapidly than smaller firms when
the nominal growth rate, n, increases.

This simulation result is consistent with that from the Japanese firm-level data
reported in Table 1 in Section 2: the difference between the size of large and small
firms becomes wider as the rate of changes in firms’ input price increases. Note that
this rate is analogous to the rate of changes in firms’ production costs n, or more
precisely, π = n− g.

Second, Figure 3 shows how sales growth conditional on size reacts to a change in
n, which is comparable to the regression result in Table 2, in which the negative effect
of inflation is smaller for larger firms. To draw the figure, we calculate the distribution
of sales growth for each firm with size k and quality q for a certain n and aggregate
it by using the steady-state distribution for k and q. Because it is hard to calculate
exact transition dynamics in the present model, we set the initial firm size distribution
as that in the stationary state under n = 0.02 (the historical average in Japan) and
simulate firm growth with equilibrium variables under different n. Relative to the
mean firm growth under n = 0.02, higher nominal growth (n = 0.04) leads to lower
firm growth and the growth gap between two different n’s decreases as sales size
increases, which is consistent with our empirical finding. Conversely, when nominal
growth decreases to n = 0, firm growth increases, that is particularly favorable for
smaller firms, and the gap decreases as sales increase. The effects of nominal growth
are slightly asymmetric: larger when n decreases than when n increases.

Third, for R&D investment, our simulation results are also consistent with the
regression results reported in Table 3. Figure 4 shows how changes in the nominal
growth rate n influence the aggregate economy. Particularly, the bottom right-hand
panel indicates that R&D investment, γ(q), decreases as n increases, and only the

22In our calibrated model, the bottom half of firms produce only the lowest amount of products.
Thus, for example, the ratio of sales for the top 1% of firms to the bottom 1% of firms is almost
equal to the ratio of sales for the top 1% of firms to a median firm.
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high-q firms invest in R&D for a sufficiently high n. This heterogeneous response
of R&D investment implies that the coefficients for inflation and the cross-term of
inflation and lagged sales are negative and positive, respectively, when we regress the
R&D investment, which we indeed confirm in Table 3. Furthermore, this simulation
result confirms Proposition 2 in which the ratio of R&D investment by high-q firms
to that by low-q firms widens as n increases. This change in R&D investment results
in the widening of the ratio of sales for large firms to those for small firms in theory.

Finally, we check the response of the exit rate. In Table 3, we find that the
exit rate increases as inflation increases, while it decreases as firm size increases.
The latter response is model-consistent, since a firm exits the market when its sales
becomes sufficiently small (i.e., the number of supplying products, k, decreases from
1 to 0).23 As for the former, simulation shown in the top right-hand panel of Figure
4 shows that the creative destruction rate δ decreases as n increases. This result may
seem to contradict the empirical result, if we interpret δ as a proxy for the exit rate.
However, we can point out that the bottom left-hand panel of Figure 4 shows the
lower threshold of q for the firm entry, q, increases with n. This increase works to
increase the exit rate as inflation increases.

Growth-Maximizing and Optimal Nominal Growth The top left-hand panel
of Figure 4 demonstrates that the real growth rate, g, increases with n up to a level
of around 0.03. Two opposing effects lie behind this, as discussed in Section 5.

A negative effect of an increase in n reflects a decrease in the creative destruction
rate, δ. Because a higher n implies greater burden of menu costs, incentives to
innovate decrease (innovation incentive effect). As a result, the entry rate, η, as well
as R&D investment, γ(q), decrease with n.

However, there is a positive reallocation effect. The average quality improvement
(log q) increases because a greater n implies that K(q|δ, w, n) has more weight for a
higher q while firms with relatively small q cannot survive. Indeed, the lower threshold
of q for the firm entry, q, increases with n. Thus, the average firm size, k, increases
with n, while the size gap widens for firms with different q. Despite greater menu

23In our model, the size-conditional exit rate is independent of q. However, in the regression,
the coefficient for the cross-term of inflation and lagged sales is significantly negative, although we
control for firm size. This inconsistency can be resolved by introducing discrete time setup as in our
empirical analysis. Under discrete time, higher q firms have lower exit rates, because the pace of
expanding their variety is greater, and thus, they escape from the threshold of exit more easily.
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cost payments, the R&D investment, γ(q), for high-q firms does not decrease so much
with n, while low-q firms make no R&D investment when n is high. As a result,
the average log q increases, while the average markup also increases. This markup
increase lowers the demand for production workers. Combined with a decrease in the
demand for R&D workers for possible entrants, this decreased demand results in an
increase in demand for R&D workers for incumbents, because of the labor market
clearing condition. In the calibrated model, the latter reallocation effect dominates
the former innovation incentive effect up to a certain n. Until n reaches around 0.03,
the real growth rate increases with the nominal growth rate.

Intertemporal utility, U , also peaks at positive n. This result is in sharp contrast
to the model without firm reallocation. Oikawa and Ueda (2018) show that real
growth is maximized at n = 0 and, thus, the growth-maximizing inflation rate is
negative. By contrast, in the model with firm reallocation, U increases under positive
n, mainly because the real growth rate, g, increases with n. However, too high an n
decreases welfare because of increased menu costs. Welfare is the highest at around
n = 0.03.

It should be noted that this value is sensitive to economic circumstances, as we
discuss below. Moreover, our model does not incorporate household heterogeneity or
the financial sector that should also matter for the design of optimal monetary policy.
In that regard, the contribution of our study lies in demonstrating a new mechanism
that influences optimal monetary policy rather than providing any exact number for
the optimal inflation rate.

Firm Distributions To discuss how distributions change depending on the value
of the nominal growth rate, n, we show in Figure 5 the cumulative distribution for
sales and employment per firm. We depict the distribution on the log-log scale and
calculate the tail distribution (one minus the cumulative distribution) of sales or
employment. We find from the figure that both sales and employment per firm have
heavier tails under positive nominal growth.

6.3 Does Menu Cost Improve Welfare?

It is sometimes said that it would be illogical for labour to resist a re-
duction of money-wages but not to resist a reduction of real wages. For
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reasons given below, this might not be so illogical as it appears at first;
and, as we shall see later, fortunately so [emphasis added].

— Keynes (1936)24

Because of the reallocation effect, price stickiness may improve welfare. To observe
this, in Figure 6, we calculate the effects of nominal growth on welfare by the varying
values of the menu cost parameter, κ, for 0, 0.01, and 0.015. The welfare levels for
each κ are slightly different even at n = 0, because we assume that firms pay menu
costs at the first price setting.

The figure shows that price stickiness indeed improves welfare. Even with a slight
menu cost value (κ > 0), welfare improves relative to the case with no menu cost
(κ = 0) for n > 0. As Keynes says, it is fortunate for an economy to have nominal
rigidity.

In the current model, menu costs are proportional to the nominal aggregate out-
put, and its proportion is constant and independent of real economic growth. How-
ever, allowing for feedback from real economic growth to the efficiency of price re-
visions would be a natural inclination. If this feedback is present, it mitigates the
real growth effect of the change in the nominal growth rate, because the burden of
menu costs decreases as the real economy grows. Importantly, such feedback is not
necessarily desirable, as Figure 6 shows.

6.4 Growth Decomposition

In this subsection, we decompose the effect of nominal growth on the real growth
rate, that is, g(n)− g(0) into four components. First, following Lentz and Mortensen
(2008), we examine the composition of the real growth rate at n = 0, as the reference
point, into the entry/exit effect, the selection effect, and the within (residual) effect:

g(0) =
∫ ∞
q(0)

η(0)φ(q|0) log q dq

+
∫ ∞
q(0)

[K(q|0)− φ(q|0)] γ(q|0) log q dq

+
∫ ∞
q(0)

φ(q|0)γ(q|0) log q dq. (35)

24Chapter 2-II on p.9 in the 1997 version published by Prometheus Books. We thank Prof.
Katsuhito Iwai for pointing out the last two words in the quote.
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The first term represents the net entry effect by entrants. The second term represents
the selection effect, which indicates the contribution to real growth through hetero-
geneous firm growth that depends on quality. The last term represents the within
effect that Lentz and Mortensen (2008) call the residual effect: the contribution to
real growth under the assumption that the share of products by firms is the same as
that at entry.

In our calibrated model, the entry/exit effect, the selection effect, and the within
effect account for 7.8%, 72.1%, and 20.1% of the real growth at n = 0, respectively.
This contribution breakdown is comparable to that in Lentz and Mortensen (2008)
for Denmark, in which the selection effect accounts for the largest share (52.8%),
followed by the within effect (26.8%) and the entry/exit effect (21.1%). The selection
effect is more prominent and the entry effect is smaller in Japan than in Denmark
because the potential entrants, h, calibrated to the Japanese economy is smaller than
those of Denmark. Subsection 6.5 discusses more on the difference between Japan
and Denmark.

Having positive nominal growth, n > 0, we can write down the change in the real
growth as follows:

g(n)− g(0) = −δ(0)
∫ q(n)

q(0)
K(q|0) log q dq

+
∫ ∞
q(n)
{η(n)φ(q|n)− η(0)φ(q|0)} log q dq

+
∫ ∞
q(n)
{[K(q|n)− φ(q|n)] γ(q|n)− [K(q|0)− φ(q|0)] γ(q|0)} log q dq

+
∫ ∞
q(n)
{φ(q|n)γ(q|n)− φ(q|0)γ(q|0)} log q dq. (36)

Equation (36) shows the growth decomposition of the real growth rate at n minus
that at n = 0, that is, g(n)− g(0). A new component appears in the first term on the
right-hand side of the equation that we call the entry barrier effect. This effect is one
of the two reallocation effects in our model. An increase in n causes low-quality firms
to exit the market owing to the greater burden of menu costs (∂q/∂n > 0). Because
these firms would contribute to economic growth if they were in the market, the sign
of the entry barrier effect becomes negative. The second to fourth effects are labeled
in the same way as before: the entry/exit effect, the selection effect, and the within
effect, respectively. However, they differ in that the effects are measured relative to
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those under no nominal growth, n = 0.
Consider how these effects change when the nominal growth rate, n, increases. The

selection effect increases real growth, because the ex post distribution has more density
for greater q than does the ex ante distribution. The within effect on real growth is
positive, because the average q as well as the gap in R&D intensity between high-
and low-q firms increase with n. The entry/exit effect on real growth is ambiguous,
because the entry rate η decreases with n, while the average q rises.

Figure 7 shows the growth decomposition of g(n) − g(0). The selection effect
makes the largest contributions to the change in real growth. Both the entry/exit
effect and the entry barrier effect negatively influence the real growth rate. Adam
and Weber (2019) argue that the optimal inflation rate is around 1–2% in a model in
which firms are heterogeneous. Compared with their model, our model highlights the
additional effects of monetary policy that work through reallocations. In particular,
both the selection effect, which arises because the firms’ heterogeneity is endogenous,
and the within effect, which arises because the firms’ R&D is endogenous, suggest
that the optimal inflation rate is even higher.

6.5 Further Issues

Comparison of Japan and Denmark Our baseline simulation is based on pa-
rameters that are calibrated to the Japanese economy. For comparison, we conduct
another simulation using parameters that are calibrated to the Danish economy by
following the work of Lentz and Mortensen (2008). There, nominal growth rate n is
fixed at 0.050, which equals the average of the annual per-capita nominal GDP growth
rates from 1980 to 2006 for Denmark. The real growth rate g equals the average of
the annual per-capita real GDP growth rates, while the nominal interest rate R is
the average of 10-year government bond yields.25 The interval of price revision ∆ is
1.292 years, which is taken from the study of CPI micro data by Hansen and Hansen
(2006). The other moments that characterize firm distribution are taken from Lentz
and Mortensen (2008).

Table 5 shows the moments and calibrated parameters, and Figure 8 shows the
simulation results. The positive effects of nominal growth on real growth and welfare

25Since the data on 10-year government bond yields are available only from 1987, we use the
immediate rates for less than 24 hours from 1980 to 1986 and add the average difference between
the two data in 1987 (+4.2% points) as a proxy.
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are increased. Intertemporal utility is the highest around n = 0.15, while the real
growth rate is the highest around n = 0.20.

While there are many differences in parameter values, the most important differ-
ence seems to be the measure of potential entrants, h (0.69 for Japan and 2.51 for
Denmark). This difference brings out a difference in the entry rate (η: 0.007 for Japan
and 0.030 for Denmark) as well as the creative destruction rate (δ: 0.050 for Japan
and 0.073 for Denmark). In other words, entrants are more important in Denmark
than in Japan, while incumbents are more important in Japan than in Denmark.

Figure 9 shows a simulation of the Danish economy with only the potential en-
trants, h, replaced with the lower value of the Japanese economy. Since incumbents
become more important and they tend to have a higher q than entrants, both the real
growth rate and welfare increase from the case of the Danish economy. However, the
marginal positive effects of nominal growth on real growth and welfare are greatly
weakened, and the optimal n decreases to around n = 0.01 that is close to that in the
Japanese economy. In a country with low h, large incumbents play a dominant role,
and there is not much room for welfare improvement by reinforcing the reallocation
effect through the nominal growth.

This simulation exercise does not necessarily mean that inflation is good for Den-
mark but bad for Japan. An important implication is that the effects of nominal
growth depend on circumstances.

Inflation Indexation and Economies of Scope in Adjusting Prices In the
current model, we have not considered inflation indexation of final goods prices. Al-
though the basic mechanism of the model holds unless the nominal prices are perfectly
linked to the nominal growth rate n, incumbents may be able to determine a price
schedule in advance to save menu costs in a deterministic economy like this model.
Such inflation indexation weakens the nominal rigidity and, in turn to mitigates or
eliminates the effects of monetary policy on the real growth and firm size distribution.

However, there is a possibility that the reallocation effects of monetary policy are
reinforced, when firms face economies of scope in price revisions, as Midrigan (2011)
and Bhattarai and Schoenle (2014) argue. There, firms save a menu cost by changing
the prices of multiple products simultaneously, so the menu cost per product decreases
as the firm size increases. Similarly, inflation indexation may be more likely to be
introduced to larger firms, and the burden of menu costs per the number of products
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becomes relatively heavy for small firms. Under these economies of scope in price
revisions, high nominal growth more strongly discourages R&D investment and future
growth by small firms than large firms, which generates higher firm heterogeneity in
response to inflation than our calibrated model indicates.

7 Concluding Remarks

In this study, we built an endogenous growth model with firm heterogeneity and nom-
inal rigidity to analyze the effects of monetary policy on long-run economic growth
and welfare through reallocation. Our results showed that nominal growth can en-
hance real growth and welfare if the reallocation effect is sufficiently strong. Beyond
theoretical possibility, we found that this effect is indeed the case in the model that
is calibrated to Japan. According to the model, the optimal nominal growth rate
is strictly positive. Menu cost burdens suppress entry of least innovative firms and,
moreover, reallocate R&D resources from low-quality to high-quality firms among the
survivors.

Furthermore, this reallocation effect works selectively, while nominal growth or
inflation through monetary policy is a purely aggregate phenomenon. Selection occurs
because menu costs at each price revision are independent of firm quality, while the
return from the price reset is higher for high quality firms.

The present model only considers firm heterogeneity while household heterogeneity
is also important. Bhandari et al. (2018) argue that the social planner has an incentive
to mitigate inequality between dividend earners and wage workers, which is enlarged
by higher markups. Because our model implies that higher inflation leads to more
concentration in big firms with high markups, there is an interaction between firm and
household heterogeneities according to the distribution of share holdings, especially
when the financial market is incomplete. Therefore, a central bank faces a trade-off
to set an inflation rate in the sense that a higher inflation rate drives up real growth
accompanied with a rise in income inequality. This is important for future work to
combine both kinds of heterogeneity and their interaction to determine the optimal
monetary policy.

Our model postulates nondirected R&D, and thus, incumbents do not invest in
improving the quality of the products they currently produce. Garcia-Macia et al.
(2016) point out that a significant share of innovations is due to incumbents’ quality
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updates of their own products. We consider that the reallocation effect in the current
model holds at least partly even after introducing incumbents’ quality updates to
their own product lines, because such an extension does not directly change the effect
of nominal growth on product or firm values. However, it is important to study how
incorporating directed R&D will change our results quantitatively.
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Table 1: Inflation and Reallocation
(a) Sales distribution:

Top/Middle ratio Top/Bottom ratio

(1) (2) (3) (4) (5) (6)
OLS OLS 2SLS OLS OLS 2SLS

π̂input (π̄input for OLS) 76.19∗∗∗ 82.24∗∗∗ 107.6∗∗∗ 262.9∗∗∗ 274.0∗∗∗ 447.0∗∗∗
(27.15) (27.97) (40.04) (84.54) (87.11) (125.4)

Financing DI gap (T/M or T/B) -0.113 -0.0632 -0.209 0.106
(0.182) (0.199) (0.498) (0.566)

Financing DI -0.358 -0.596∗∗ -1.224∗ -2.044∗∗∗
(0.229) (0.252) (0.714) (0.789)

Industry RS 3.979 7.561 0.746 4.135
(5.939) (7.650) (18.44) (23.88)

Constant 2.441 -45.81 -84.74 11.37 8.541 -15.22
(5.556) (75.38) (97.50) (17.30) (234.0) (304.0)

Year/Industry FE yes/yes yes/yes yes/yes yes/yes yes/yes yes/yes
Obs. 322 316 274 322 316 274
R̄2 0.480 0.479 0.485 0.668 0.667 0.660
F 9.228 8.420 8.216 18.96 17.19 15.96
First stage test stats.
Underidentification 166.2 166.2
Weak Identification 26.69 26.70
Overidentifiation 7.459 13.30

(b) Employment distribution:
Top/Middle ratio Top/Bottom ratio

(1) (2) (3) (4) (5) (6)
OLS OLS 2SLS OLS OLS 2SLS

π̂input (π̄input for OLS) 0.608 1.656 7.788∗∗∗ 0.907 3.544 19.26∗∗∗
(1.371) (1.332) (1.870) (3.684) (3.662) (5.190)

Financing DI gap (T/M or T/B) -0.0243∗∗∗ -0.0198∗∗ 0.0202 0.0356
(0.00829) (0.00950) (0.0208) (0.0235)

Financing DI -0.0241∗∗ -0.0257∗∗ -0.0483 -0.0464
(0.0109) (0.0118) (0.0300) (0.0326)

Industry RS 1.121∗∗∗ 1.678∗∗∗ 2.748∗∗∗ 4.488∗∗∗
(0.282) (0.356) (0.773) (0.984)

Constant 4.459∗∗∗ -9.438∗∗∗ -15.69∗∗∗ 11.06∗∗∗ -23.54∗∗ -45.21∗∗∗
(0.280) (3.571) (4.537) (0.754) (9.800) (12.49)

Year/Industry FE yes/yes yes/yes yes/yes yes/yes yes/yes yes/yes
Obs. 322 316 274 322 316 274
R̄2 0.688 0.720 0.694 0.763 0.777 0.752
F 20.68 21.75 18.55 29.64 29.21 24.40
First stage test stats.
Underidentification 166.2 166.2
Weak Identification 26.67 26.68
Overidentifiation 32.22 20.78

Notes: Standard errors are in the parentheses (∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01). The reported identification
test statistics in the 2SLS regressions are Anderson canonical correlations LM statistics for underidentification tests,
Cragg-Donald Wald F statistics for weak identification tests, and Sagan statistics for overidentification tests.
Sources: Ministry of Economy, Trade and Industry (METI), “the Basic Survey of Japanese Business Structure and
Activities;” the Bank of Japan, “Producer Price Index;” the Bank of Japan, “Tankan,” etc.
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Table 2: Inflation and Firm Growth

Sales growth Employment growth

(1) (2) (3) (4)
OLS 2SLS OLS 2SLS

π̂input (π̄input for OLS) -3.092∗∗∗ -2.505∗∗∗ -1.437∗∗∗ -1.836∗∗∗
(0.338) (0.394) (0.135) (0.158)

Lagged sales -0.885∗∗∗ -0.884∗∗∗ -0.141∗∗∗ -0.141∗∗∗
(0.00588) (0.00589) (0.00235) (0.00236)

Lagged sales× π̂input (π̄input) 0.298∗∗∗ 0.284∗∗∗ 0.155∗∗∗ 0.199∗∗∗
(0.0367) (0.0419) (0.0147) (0.0168)

Financing DI 0.00495∗∗∗ 0.00476∗∗∗ 0.00278∗∗∗ 0.00279∗∗∗
(0.000240) (0.000241) (0.0000959) (0.0000963)

Industry RS -0.0340∗∗∗ -0.0292∗∗∗ -0.000986 -0.00125
(0.00567) (0.00571) (0.00227) (0.00228)

Lagged leverage 0.102∗∗∗ 0.102∗∗∗ 0.00548∗∗∗ 0.00557∗∗∗
(0.00471) (0.00471) (0.00188) (0.00188)

Constant 7.793∗∗∗ 7.732∗∗∗ 1.234∗∗∗ 1.241∗∗∗
(0.0824) (0.0829) (0.0330) (0.0332)

Year/Firm FE yes/yes yes/yes yes/yes yes/yes
Obs. 189447 189447 189447 189447
Num. firms 19703 19703 19703 19703
R2

within 0.139 0.139 0.0381 0.0382
overall 0.00182 0.00179 0.000130 0.000132

F 1144.7 1142.3 279.8 280.9
Ff 3.905 3.902 3.333 3.334

Notes: Standard errors are in the parentheses (∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01). Ff represents the F test
statistics with the null hypothesis that all firm fixed effects are zero.
Sources: METI, “the Basic Survey of Japanese Business Structure and Activities;” the Bank of Japan, “Producer
Price Index;” the Bank of Japan, “Tankan,” etc.
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Table 3: R&D, exit

OLS 2SLS

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

logR&D R&D
Sales log R&D

Wage log R&D
Total salary Exit logR&D R&D

Sales log R&D
Wage log R&D

Total salary Exit

π̂input (π̄input for OLS) -0.913∗∗∗ -0.0740∗∗∗ -3.760∗∗∗ -0.903∗∗∗ 0.408∗∗∗ -1.204∗∗∗ -0.0982∗∗∗ -4.348∗∗∗ -1.236∗∗∗ 0.535∗∗∗
(0.348) (0.0234) (0.745) (0.0892) (0.0937) (0.415) (0.0279) (0.888) (0.106) (0.108)

Lagged sales 0.247∗∗∗ 0.000649 0.434∗∗∗ 0.0237∗∗∗ -0.0217∗∗∗ 0.246∗∗∗ 0.000613 0.432∗∗∗ 0.0232∗∗∗ -0.0215∗∗∗
(0.00645) (0.000433) (0.0138) (0.00165) (0.00167) (0.00646) (0.000434) (0.0138) (0.00165) (0.00167)

Lagged sales× π̂input (π̄input) 0.0601∗ 0.00672∗∗∗ 0.349∗∗∗ 0.0866∗∗∗ -0.0425∗∗∗ 0.0642 0.00932∗∗∗ 0.394∗∗∗ 0.120∗∗∗ -0.0574∗∗∗
(0.0342) (0.00230) (0.0733) (0.00877) (0.0102) (0.0397) (0.00267) (0.0850) (0.0102) (0.0115)

Financing DI -0.000600∗∗ -0.0000725∗∗ 0.00181∗∗∗ -0.000556∗∗∗ -0.0000749 -0.000518∗∗∗ -0.0000710∗∗∗ 0.00187∗∗∗ -0.000535∗∗∗ -0.0000742
(0.000255) (0.0000171) (0.000545) (0.0000652) (0.0000664) (0.000256) (0.0000172) (0.000548) (0.0000655) (0.0000666)

Industry RS 0.0642∗∗∗ 0.00123∗∗∗ 0.0361∗∗∗ 0.00489∗∗∗ -0.00170 0.0620∗∗∗ 0.00123∗∗∗ 0.0346∗∗∗ 0.00466∗∗∗ -0.00172
(0.00621) (0.000417) (0.0133) (0.00159) (0.00159) (0.00625) (0.000420) (0.0134) (0.00160) (0.00159)

Lagged leverage -0.0149∗∗∗ -0.000184 -0.0278∗∗ -0.00354∗∗∗ -0.00566∗∗∗ -0.0148∗∗∗ -0.000175 -0.0274∗∗ -0.00340∗∗∗ -0.00569∗∗∗
(0.00504) (0.000339) (0.0108) (0.00129) (0.00134) (0.00504) (0.000339) (0.0108) (0.00129) (0.00134)

Constant -2.097∗∗∗ -0.00423 -2.051∗∗∗ -0.174∗∗∗ 0.181∗∗∗ -2.065∗∗∗ -0.00387 -2.021∗∗∗ -0.167∗∗∗ 0.180∗∗∗
(0.0911) (0.00612) (0.195) (0.0233) (0.0231) (0.0917) (0.00616) (0.196) (0.0235) (0.0232)

Year/Firm FE yes/yes yes/yes yes/yes yes/yes yes/yes yes/yes yes/yes yes/yes yes/yes yes/yes
Obs. 58445 58445 58418 58418 175463 58445 58445 58418 58418 175463
Num. firms 14474 14474 14473 14473 18865 14474 14474 14473 14473 18865

R2

within 0.0637 0.00849 0.0537 0.0453 0.0284 0.0639 0.00854 0.0537 0.0462 0.0285
overall 0.652 0.0384 0.617 0.261 0.00349 0.652 0.0361 0.616 0.258 0.00348

F 124.5 15.69 103.8 86.90 199.3 124.9 15.78 103.8 88.55 199.6
Ff 24.42 12.16 16.13 11.52 3.940 24.42 12.16 16.08 11.53 3.941

Notes: Standard errors are in the parentheses (∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01). Ff represents the F test statistics with the null hypothesis that all firm fixed
effects are zero.
Sources: METI, “the Basic Survey of Japanese Business Structure and Activities;” the Bank of Japan, “Producer Price Index;” the Bank of Japan, “Tankan,” etc.
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Table 4: Moments: Data and Model for Japan

Target moments Calibrated parameters

Data Model values

g 0.017 0.017 ρ discount factor 0.013

R 0.034 0.034 max q in φ̄(q) 1.457

∆ 1.42 1.44 ζ 3.610

Med[WL]/E[WL] 0.26 0.32 c0 R&D cost 47.21

Std[WL]/E[WL] 5.53 5.89 c1 0.795

Med[Y ]/E[Y ] 0.18 0.32 h mass of entrants 0.688

Std[Y ]/E[Y ] 7.06 5.79 κ menu cost 0.015

Cor[Y/L, L] 0.19 -0.10

Cor[Y , WL] 0.74 1.00

E[dY/Y ] 0.07 0.01 Key variables inferred from the calibration

Std[dY/Y ] 1.25 0.12 values

Cor[dY/Y , Y ] 0.00 -0.01 δ creative destruction rate 0.050

η entry rate 0.007

q threshold of q 1.031
Sources: METI, “the Basic Survey of Japanese Business Structure and Activities,” etc.

δ

w

w(δ; n)

LMC

FE

δ
∗

w
∗

Figure 1: Stationary Equilibrium. FE and LMC stand for the free-entry condition
and the labor market clearing condition, respectively.
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Table 5: Moments: Data and Model for Denmark
Target moments Calibrated parameters

Data Model values

g 0.019 0.019 ρ discount factor 0.034

R 0.085 0.085 max q in φ̄(q) 1.449

∆ 1.29 1.28 ζ 3.477

Med[WL]/E[WL] 0.54 0.58 c0 R&D cost 20.72

Std[WL]/E[WL] 2.30 1.50 c1 0.860

Med[Y ]/E[Y ] 0.51 0.55 h mass of entrants 2.507

Std[Y ]/E[Y ] 2.01 1.52 κ menu cost 0.031

Cor[Y/L, L] 0.20 0.12

Cor[Y , WL] 0.85 1.00

E[dY/Y ] -0.03 0.09 Key variables inferred from the calibration

Std[dY/Y ] 0.55 0.22 values

Cor[dY/Y , Y ] -0.06 0.12 δ creative destruction rate 0.073

η entry rate 0.030

q threshold of q 1.066
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Figure 2: Sales and Employment Dispersion for Changes in the Nominal Growth Rate
Note: The figures show changes in economic variables when the nominal growth rate, n, changes.
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Figure 4: Effects of Nominal Growth
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Figure 8: Effects of Nominal Growth for Denmark
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Figure 9: Danish Economy with Potential Entrants, h, in Japan
Note: Intertemporal utility U is plotted on the left axis for Denmark except h and on the right
axis for Japan.
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